


























































































 

 

Department of Computer Science & Engg. 

Action taken on StakeholdersFeedback 

Employer Feedback 

As per the employer survey feedback are the following are the concerns raised and corresponding 

action taken. 

1. The employer has observed the lesser participation of the graduate in professional society 

activities such as seminars and conferences etc. 

Action Report: 
It is proposed in the department meeting held on 10-6-2022 to organize an invited talk/ Seminar 

on the related topic. 

Faculty Feedback 
As per the faculty feedback, the following are the concerns raised and corresponding actions 

taken. 

1. One of the faculty has raised a concern about the requirement of the content/course on 

cyber security during revision of the syllabus. 

Action report: 
The institution has introduced a course on the introduction of cyber security in the new curriculum 

which is effective from 2022-2023. 

Graduate Feedback 
As per the graduate feedback the following are the concerns raised and corresponding action 

taken. 

1. Request was made to conduct awareness session and training programs on software 

product development. 

Action report: 
It is discussed in the department meeting held on 28-03-2022 to conduct workshop on software 

product development from the industry experts to the students during the academic year 2022-23 

Student Feedback 

Action report: 
All the faculty were given feedback which can meet the required benchmark, however,to upgrade 

teaching skills faculty where deputed for FDPS/Workshop. 

 

Signature of the HOD       Signature of the Principal 



Departnment of Electronics and Communication Engg. 

As per the faculty feedback the following are the concerns raised and corresponding actions taken 

1. One of the faculties has raised the concern about relevance of courses to the latest technology 

Action taken: Included industry person in board of studies and inputs from them regarding latest technology are included in the syllabus. 

Faculty Fecdback 

Department has introduced new subjects like Internet of Things and Introduction python at 1 year level and introduced Hardware and controller lab for 2nd year students, which will help the students to aware and understand latest technologies and students are benefitted the most. 

Graduate exit survey Feedback and Employer Feedback 
As per the graduate feedback the following are the concerns raised and corresponding actions 
taken 

1. Many of the graduates raised the concern about the Application of computer professional 
programs to solve computer science and engineering problems. 

As per the Employer's feedback the following are the concerns raised and corresponding actions 
taken 

1. One of the employers raised the concern about the Application of computer professional 
programs to solve computer science and engineering problems 

Action taken: Department has procured MAT lab software for the year 2023 which helps in 
solving major engineering problems. Which improve student's skills in relevance with current 
trends in the various technical fields. 

Sign of the HOD 

As per the student feedback the following are the concerns raised and corresponding actions 
taken 

1. One of the faculties has got feedback less than the benchmark which concerns about 

Audibility lclarity and Interaction of staff with students for particular subjects. 

Action taken: Department has procured speaker and mike to improve the Audibility/clarity. 
Head of the department has interacted with faculty regarding above said points and suggested to 
improve the same. 

Head of the Department, 

Student Feedback 

Dept. of Electronics & Communication Engg. Ballari Institute of Technology & Management 0rmerly Bellary Engineering College) BELLARY, 

Sign of the Principal 
Dr1rcinal, 
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Ballari Institute of Technology and Management Ballari 

Department of Mechanical Engineering 

           Date: 2/06/2023 

Circular 

It is hereby informed to all the BE 8th sem students that, 3D PRINTIG 

TECHNOOGY training will be start from 10/06/23 

Venue: Mechanical Dept –MMM LAB 

Training Duration 

 Training will involve both theoretical and practical 

 Students will have 3 hours training every day 

Note: All the registered students attend the training without fail 

 

          

          

           

           Co-ordinator 

           

       DR. SANTOSH V JANAMATTI 



 
Basavarajeswari Group of Institutions 

BALLARI INSTITUTE OF TECHNOLOGY & MANAGEMENT 
(A unit of T.E.H.R.D. Trust ®) (NBA* &NAAC Accredited and an ISO 9001:2015 Certified Institution) 

(Recognized by the Govt. of Karnataka, AICTE, New Delhi) 

Department of Mechanical Engineering 

Name of the Activity : WORKSHOP ON 

Topic : 3D PRINTING TECHNOLOGY 

Date : FROM 10/06/2023 

 

No. of Participants attended : 

Mode of Presentation : 

 

144 

OFFLINE 

 Organizing Committee 

                         
                        Dr. SANTOSH V JANAMTTI 

Brief Report on the Activity 

3D printing allows for rapid prototyping and onsite manufacturing of products, initially done with plastic. Presently the 

3Dprintingusesnewtechniqueswithnewmaterials, such as aluminum, bronze, and glass etc. Biomaterials are also being 

incorporated in specific applications such as printing of ear cartilage, liver tissue etc.As the 3Dprinting industry is 

expanding rapidly, this is going to become a big part of many engineering fields  

 

Objectives of FDP 

 

1. The Additive Manufacturing (3D) Laboratory available in the department of Mechanical 

Engineering, BITM, Ballari, is providing the students with an active learning environment in the 

trending field of engineering. 

2. The laboratory facilitates to fabricate three dimensional (3D) models directly from the computer 

aided design (CAD) data. 

3. The students will be using the laboratory to develop complex CAD models and fabricate prototypes 

using metal/polymers applied in the engineering and industry. 

 

                                                                TopicsCovered 

 
1. Introduction to 3D Printing Technology 

2. Introduction to Design Software (CAD, Solid Works etc.) 

3. Creating 3D Model using Design Software 

4. Introduction to Prusa Software 

5. Introduction to UltimakerCura Software 

6. Preparation of3DModelinPrusaSoftware 

       Exercises 
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 BE/B.Tech. Scheme of Teaching and Examinations  
Outcome Based Education (OBE) and Choice Based Credit System (CBCS)  

(Effective from the academic year 2022-23)  MECHANICAL ENGINEERING 
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Scheme of Teaching and Evaluation for B.E Programs 

With effect from the academic year 2021-22 
Total Credits for B.E.: 160 

Credits Distribution as per NEP 2020 
 

SEM HS BS ES PC PE AEC OE PW INT SE UHV TOTAL 
1 2 7 10 - - 1 - - - - - 20 
2 2 7 10 - - 1 - - - - - 20 
3 1 3 - 12 - 2 - - - - - 18 
4 1 3 - 12 - 3 - - 2 - 1 22 
5 1 - - 11 3 2 3 - - - - 20 
6 3 - - 8 3 1 3 2 2 - - 22 
7 - - - 7 3 - 3 8 - - - 21 
8 - - - 3 - - - - 13 1 - 17 

TOTAL 10 20 20 53 9 10 9 10 17 1 1 160 
 
 

SN Category 
1 HS: Humanities and Social Sciences including Management courses 
2 BS: Basic Science courses 
3 ES: Engineering Science courses 
4 IPCC: Integrated Professional core courses 
5 PC: Professional core courses 
6 PE: Professional Elective courses relevant to chosen specialization/branch 
7 OE: Open Elective subjects offered by other departments 
8 AEC: Ability Enhancement Courses 
9 PW: Project work 

10 SE: Seminar 
11 INT: Internship in industry 
12 UHV: Universal Human Values 
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III Semester 
Scheme of Teaching and Examination 2022-23  

 
Integrated Professional Core Course (IPCC): Refers to Professional Theory Core Course Integrated with Practical of the 
same course. Credit for IPCC can be 04 and its Teaching – Learning hours (L: T: P) can be considered as (3: 0: 2) or (2: 
2: 2). The theory part of the IPCC shall be evaluated both by CIE and SEE. The practical part shall be evaluated by CIE 
only and there shall be no SEE 

 
 
 
 
 
 
 

SL Course 
category Course Code Course 

BOS / 
Teaching 
Departme

nt 

BOE / Paper 
Setting Board 

Teaching 
Hours per 

Week Cr
edi

ts Duration 
of Exam 

Marks 
L T P CIE SEE Total 

1 BSC 21MAT31 Applied Engg. 
Mathematics-I 

Mathemati
cs Mathematics 2 2 0 3 3 50 50 100 

2 IPCC 21ME32 Production Technology-I  Departmen
t of ME 

 Department 
of ME 3 0 2 4 3 50 50 100 

3 PCC 21ME33 Material Science & 
Metallurgy 

 
Departmen

t of ME 
 Department 

of ME 2 2 0 3 3 50 50 100 

4 PCC 21ME34 Mechanics of Materials 
 

Departmen
t of ME 

 Department 
of ME 2 2 0 3 3 50 50 100 

5 PCC  21MEL35 Material Testing 
Laboratory 

 
Departmen

t of ME 
 Department 

of ME 0 0 2 1 3 50 50 100 

6 PCC  21MEL36 Foundry & Forging 
Laboratory 

 
Department of ME 

 Department 
of ME 0 0 2 1 3 50 50 100 

7 HSMC 
21KSK37/47 Samskrutika Kannada  

Humanities  Humanities  0 2 0 1 
- 100 ---- 

100 Balake Kannada  
OR 

2 50 50 21CIP37/47 Constitution of India and 
Professional Ethics  

8 AEC 21AME381 Introduction to CAD 
 

Departmen
t of ME 

 Department of ME 

0 0 2 

1 2 50 50 100 
For AEC as 
lab course  
0 2 0 
For AEC as 

theory 
course 

9 AEC 21DTI39 Design Thinking and social innovation 
 

Departmen
t of ME 

 Department of ME 0 2 0 1 2 50 50 100 

  Total       18   500/ 450 400/ 450 900 
  

Course prescribed to lateral entry Diploma holders admitted to III semester B.E./B.Tech programs 
10 NCMC  21MATDIP31 Additional Mathematics - I Mathemati

cs - 2 2 0 0 - 100 - 100 
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IV Semester 
Scheme of Teaching and Examination 2022-23  

SL Course category Course Code Course 
BOS / 

Teaching 
Department 

BOE / 
Paper Setting 
Board 

Teaching 
Hours per 

Week                 Cr
edi

ts Duration of Exam 
Marks 

L T P CIE SEE Total 
1 BSC 21MAT41 Applied Engg. 

Mathematics-II Mathematics Mathematics 2 2 0 3 3 50 50 100 

2 IPCC 21ME42 
Mechanical 
Measurements & 
Metrology 

 Department of ME  Department of ME 3 0 2 4 3 50 50 100 

3 PCC 21ME43 Fluid Mechanics  Department 
of ME 

 Department 
of ME 2 2 0 3 3 50 50 100 

4 PCC 21ME44 Engineering 
Thermodynamics 

 Department 
of ME 

 Department 
of ME 2 2 0 3 3 50 50 100 

5 PCC 21MEL45 Computer Aided M/c 
Drawing 

 Department 
of ME 

 Department 
of ME 0 0 2 1 3 50 50 100 

6 PCC 21MEL46 Fluids Mechanics 
Lab 

 Department 
of ME 

 Department 
of ME 0 0 2 1 3 50 50 100 

7 HSMC 
21KSK37/47 

Samskrutika 
Kannada  

HSMC HSMC 0 2 0 1 
-- 100 --- 

100 
Balake Kannada  
OR 

2 50 50 21CIP37/47 
Constitution of India 
and Professional 
Ethics  

8 AEC 21SSA480 Soft skills and basic 
aptitude  Humanities  Humanities  1 2 0 2 2 50 50 100 

9 AEC 21AXX48X Ability Enhancement 
Course  

 Department 
of ME 

 Department 
of ME 

0 0 2 

1 2 50 50 100 

For AEC 
as lab course 

0 2 0 
For AEC 
as theory 

course 
10 UHV 21UHV490 Universal Human 

Values     1 0 0 1 2 50 50 100 

11 INT 21INT491 Summer Internship - I Evaluation By the appropriate authorities 

Completed 
during the 
intervening 
period of II and III 
semesters. 

Lateral 
entry 

students 
have to attend the 

internship 
during the 
intervening 

period of III and IV 
semesters 

2 ---- 100 -- 100 

  Total       22   600/650 5E+05 1100 
Course prescribed to lateral entry Diploma holders admitted to III semester B.E./B.Tech programs 

12 NCMC  21MATDIP41 Additional 
Mathematics - I Mathematics - 2   0 - 100 - 100 

 
 

ABILITY ENHANCEMENT COURSE 
1 21ABE481 Biology for Engineers 
2 21AME482 Introduction to Computer Graphics 

 
 



 

6 

Semester:  III 
(COMMON TO ME & CIVIL) 

Course Name: INTEGRAL TRANSFORMS & NUMERICAL METHODS 
 

Course Code 21MCM31 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 
Total Number of Pedagogy Hours 40 Total Marks 100 

Pre-requisites:   Basic formulae of differentiation, partial differentiation, Integration  Differential equations  Periodic function 
 

Module – 1 
Fourier Series 
Introduction to infinite series, Periodic functions, Dirichlet’s conditions. Fourier series of periodic 
functions with period 2ߨ. Fourier series of even and odd functions. Fourier series of arbitrary 
period 2݈. Half range Fourier series. Practical harmonic analysis. 
Self –Study: Convergence and Divergence of series.  

08 Hours  
 

Module - 2 
Infinite Fourier Transforms 
Infinite Fourier transforms, definition, Fourier Sine and Cosine transforms. Inverse Fourier 
transforms, Inverse Fourier Cosine and Sine transforms. Problems. 
Self –Study: Leibnitz rule for differentiation under integral sign.      

                                                                                                                    08 Hours  
 

Module – 3 
Numerical Solution of first-Order ODEs 
Taylor’s series method, Modified Euler’s method, Runge-Kutta method of order four, Milne’s 
Predictor and Corrector formula, Adam’s – Bashforth formula (No derivations only formulae).    
Self-Study: Solution of ODE using Picard’s method       

                                                                                                                   08 Hours 
 

Module - 4 
Numerical Solution of Simultaneous and Second-Order ODEs 
Simultaneous differential equations: Picard’s method, Runge-Kutta method. (No derivations 
only formulae). 
Second-order differential equations: Runge-Kutta method and Milne’s Predictor and Corrector 
method. (No derivations only formulae). 
Self-Study: Solution of ODE by analytical method.        

                                                                                                        08 Hours 
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Module – 5 
Z-Transforms and Calculus of Variations 
Z-Transform’s definition, Z-transforms of standard functions. Damping and shifting rules, 
Problems. Inverse Z-transforms and applications to solve difference equations. 
Calculus of Variations 
Variation of a function, functional, Euler’s equation. Standard variational problems. Applications 
of Calculus of Variations, Geodesics, Hanging cable (chain) problem. 
Self-Study: Initial and final value theorem.       

                                                                                                        08 Hours  
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Demonstrate the Fourier series to study the behavior of periodic functions and their 
applications in system communications, digital signal processing and field theory. 

CO2 Use Fourier transforms to analyze problems involving continuous-time signals. 
CO3 Solve first order ODE arising in engineering problems using single step numerical 

methods. 
CO4 Solve second order ODE arising in engineering problems using single step numerical 

methods. 
CO5 

Apply Z- Transform techniques to solve difference equations, Determine the extremals of 
functional using calculus of variations to solve problems arising in dynamics of rigid 
bodies and vibrational analysis. 

 
 Suggested Learning Resources: 
SN Title of the Book Name of the 

Author/s Name of the Publisher Edition and Year 
Textbooks 

1 Higher Engineering 
Mathematics 

B.S.Grewal Khanna Publishers 43rd Ed.2015 
2 Advanced Engineering 

Mathematics 
E. Kreyszig Jhon willy & Sons 10th Ed. 

(Reprint).2016 
Reference Books 

1 Higher Engineering 
Mathematics 

B.V.Ramana Tata McGraw-Hill 11th Edition.2010 
2 Calculus George. B. Thomas Pearsons edn.Inc 13th Edition.2014 
3 A Text book of Engineering 

Mathematics 
N.P. Bali and Manish 
Goyal 

Laxmi Publications Latest edition 
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Semester: III 
Course Name: PRODUCTION TECHNOLOGY -I 

 
Course Code 21ME32 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:2  SEE Marks 50 
Credits 04 Exam Hours 03 
Total Number of pedagogy hours 40 (T) + 20 (P) Total Marks 100 

Pre-requisites: Knowledge of Basic sciences and Techniques. 
 

Module – 1 
Introduction & basic materials used in foundry: Introduction: Definition, Classification of 
manufacturing processes. Metals cast in the foundry-classification, factors that determine the selection 
of a casting alloy. Introduction to casting process & steps involved  
Patterns: Definition, classification, materials used for pattern, various pattern allowances and their 
importance.  
Sand moulding: Types of base sand, requirement of base sand. Binder, Additive’s definition, need 
and types; Moulding machines- Jolt type, squeeze type and Sand slinger.  
Study of important moulding process: preparation of sand moulds. Green sand, core sand, dry sand, 
sweep mould, CO2 mould, shell mould, investment mould, plaster mould, cement bonded mould.  
Cores: Definition, need, types. Method of making cores,  
Concept of gating (top, bottom, parting line, horn gate) and risers (open, blind) Functions and types. 
Pressurized and non-pressurized gating systems, gating ratio, simple volume calculations. 

 
08 Hours 

 
Module - 2 

Melting furnaces: Classification of furnaces, Gas fired pit furnace, Resistance furnace, Coreless 
induction furnace, electric arc furnace, constructional features & working principle of cupola furnace.  
Casting using metal moulds: Gravity die casting, pressure die casting, centrifugal casting, squeeze 
casting, slush casting, thixo-casting, and continuous casting processes. Casting defects, their causes 
and remedies.  

08 Hours 
 

Module – 3 
METAL FORMING PROCESSES  
Metal Forming Processes: Introduction, Hot and Cold working processes. Variables affecting metal 
forming processes. Fundamentals of metal working, Analysis of bulk forming processes like Forging: 
operations, processes, defects, expressions for forging pressure and loads. Simple numerical problems. 
Rolling, types of rolling mills, expressions and calculations in rolling load, torque, power etc. 
Extrusion: types of extrusion processes, extrusion of seamless tubes 
Wire drawing, tube drawing, drawing equipment’s and dies. 
Other sheet metal processes: Sheet metal forming processes die and punch assembly, Blanking, 
piercing, bending, Compound and Progressive die. High Energy rate forming processes: Explosive 
forming, electro hydraulic forming, electro-magnetic forming. 

08 Hours 
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Module – 4 
JOINING PROCESSES  
Operating principle, basic equipment, merits and applications of Fusion welding processes: Gas 
welding - Types – Flame characteristics; Manual metal arc welding – Gas Tungsten arc welding - Gas 
metal arc welding – Submerged arc welding, atomic hydrogen welding. 
Advance welding processes: Resistance welding processes, friction stir welding (FSW), Thermit 
welding, Laser beam welding, electron beam welding, and explosive welding. 

 08 Hours 
 

Module – 5 
Weldability and thermal aspects: Concept of weldability of materials; Thermal Effects in Welding, 
structure of welds, Distortion, shrinkage and residual stresses in welded structures heat affected zone; 
Welding defects and remedies.  
Principles of Soldering, Brazing and adhesive bonding. Inspection methods: methods used for casting 
and welding, magnetic particle inspection, ultrasonic, radiography, eddy current, holography. 

08 Hours 
 

PRACTICAL COMPONENT OF IPCC 
Sl. No.  Experiments  

1 Introduction to Arc welding tools and welding equipment, Preparation of welded joints using 
Arc Welding equipment L-Joint, T-Joint, Butt joint, V-Joint, Lap joints on M.S. flats  

2 Soldering/Brazing/ 
3 Introduction to Molding sand and Core sand  
4 Introduction to foundry tools and other equipment’s. 
5 Introduction to forging tools and other equipment’s. 

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Select appropriate primary manufacturing process and related parameters for obtaining 
initial shape and size of components. 

CO2 Design and develop adequate tooling linked with casting, welding and forming operations. 
CO3 Appreciate the effect of process parameters on quality of manufactured components. 
CO4 Demonstrate various skills in preparation of moulding sand for conducting tensile, shear 

and compression tests using Universal sand testing machine. 
CO5 Demonstrate skills in preparation of forging models involving upsetting, drawing and 

bending operations and Demonstrate skills in preparation of Welding models. 
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Suggested Learning Resources: 
SN Title of the Book Name of the Author/s Name of the Publisher Edition and 

Year 
Textbooks 

1 Principles of foundry 
technology, P L Jain, 4th edition, 

Tata McGraw Hill, 
 

2006. 
2 

‘Welding and Welding 
Technology’ 
 

Little R. L. 
 

Tata McGraw Hill 
Publishing Company 
Limited, New Delhi 

1989 

3 Principles of Metal 
Casting 

Richard w. heine, carl 
Rloper, Philip C. 
Rosenthal 

Tata McGraw Hill 
education pvt. Limited 
Company, 

1976 

4 Mechanical Metallurgy G.E. Dieter 
Tata McGraw Hill 
Publishing Company 
Limited, 

2001 
5 Production Technology O.P. Kanna &Lal. Dhanpat Rai publications 2012 

Reference Books 
1 Manufacturing process-1 Dr. Radhakrishna Sapna book house, 5th 

revised edition 2009 
2 Process and materials of 

manufacturing Roy A Lindberg Pearson Edu, 4th edition 2006 

3 
Manufacturing 
Technology-Foundry, 
Forming and Welding,  

P. N. Rao. 
 

Tata McGraw Hill, 3rd 
Ed., 2003 

4 Welding technology O.P. Khanna Dhanpat Rai publications 1980 
5 Elements of Workshop 

Technology 
(Vol.1andVol.2) 

Hazra Choudhry and 
Nirzar Roy 

Media Promoters and 
Publishers Pvt. Ltd. 2010 
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Semester: III 
Course Name: MATERIAL SCIENCE AND METALLURGY 

Course Code 21ME33 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 
Total Number of Pedagogy Hours 40 Total Marks 100 

Pre-requisites: Knowledge of Basic mathematics and sciences. 
 

Module – 1 
 
Mechanical Behaviour: Stress- Strain diagram showing ductile and brittle behaviour of materials, 
Linear and non-linear elastic behaviour and properties, mechanical Properties in plastic range, Concept 
of offset yield strength and ductility,  
Solids: crystalline solids and non-crystalline solids, deformation of single crystal by slip and twinning. 
Atomic diffusion, flick’s laws of Diffusion, Factors attaching the Diffusion, Fracture and its types. 
Creep: High temperature and high pressure. Description of the phenomenon with examples, 3 stages 
of creep properties, stress relaxation Concept. 
Fatigue: types of fatigue loading with examples, Mechanism of fatigue, Fatigue properties, Fatigue 
testing and S-N diagram. 

08 Hours 
 

Module - 2 
Solidification and phase diagram: Mechanism of solidification, Homogenous and Heterogeneous 
nucleation. Crystal Growth, cast metal structures, Phase diagram.  
Solid solutions: Substitution and Interstitial solid solution, Hume rothary rule, Intermediate phase, 
construction of equilibrium diagram involving complete and partial solubility, lever rule, Gibb’s phase 
rule, critical radius of nucleation, Iron-carbon system, Fe-Fe3C diagram, invariant reactions, different 
phases. Introduction to alloy steels – HSS and SS. Effect of alloying elements. Mechanism of 
strengthening in metals.  

08 Hours 
 

Module - 3 
Heat Treating of metals: Definition and Importance of Heat Treatment, Annealing and its types, 
Normalizing, Hardening, Tempering, Martempering, Austempering, hardenability, TTT curves, 
Continuous Cooling Transformation curves. 
Surface hardening methods: Carburizing, Cyaniding Nitriding, flame hardening and induction 
hardening, age hardening of aluminum and copper alloys. Ferrous and non-ferrous materials: 
Properties composition and use of grey cast iron, malleable iron, SG iron and steel. Copper alloys- 
brasses and bronzes, aluminum alloys Al-Cu, Al-Si, Al-Zn alloys. 

08 Hours 
 

Module – 4 
Polymers and Ceramics: Types, Structure, Properties and applications  
Composite materials: Definition, classification, type of matrix materials and reinforcements, 
advantages and application of composites.  
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Processing of Composites: Layup and curing, fabricating process, open and closed mould process, 
hand layup technique; structural laminate bag molding, production procedures for bag molding; 
filament winding, pultrusion, pulforming, thermo-forming, injection molding, blow molding.  
Metal Matrix Composites (MMC’s): Reinforcement materials, types, characteristics and selection, 
base metals selection. Need for MMC’s and its application.  
Carbon fiber composites: definition classification and applications 

08 Hours 
 

Module – 5 
Smart Materials: Piezoelectric Materials, Electro-strictive Materials, Magneto-strictive Materials, 
Magneto-electric Materials. Magneto-rheological Fluids, Electro-rheological Fluids, Shape Memory 
Materials, Fiber-Optic Sensors. Nano materials and their applications. Characterization of powders: 
(Particle Size & Shape Distribution), Powder Shaping: Particle Packing Modifications, Lubricants & 
Binders, Powder Compaction & Process, Sintering and Application of Powder Metallurgy 
Microscopy: Introduction to construction and working principle, the necessity of characterization 
using SEM and TEM techniques, Diffraction: Fundamentals of Diffraction, Bragg’s law, X-ray 
diffraction pattern of crystalline and amorphous material. 

08 Hours 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Examine the micro structure, defects, diffusion and mechanical properties of various 
materials. 

CO2 Analyze various phases of metals and alloys through phase diagrams, effect of alloying 
elements, properties and application of ferrous and non-ferrous metals. 

CO3 Recommend appropriate heat treatment processes for suitable applications 
CO4 Suggest suitable engineering materials for different applications 
CO5 Apply characterization techniques for structure and property analysis using SEM. 

 
Suggested Learning Resources: 
Text Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 
1 Materials Science and 

Engineering 
Callister Jr, W.D., 
Rethwisch, D.G., Hoboken, NJ: Wiley 10th Ed., 

2018 
2 Materials Selection in 

Mechanical Design Ashby, M. F 
Butterworth-     
Heinemann. 
 

4th Ed., 
2010 

3 Introduction to Physical 
Metallurgy Avner, S.H McGraw Hill 

Education 
2nd Ed., 

2017 
 
Reference Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 
1 Engineering Materials 1: 

An Introduction to 
Jones, D.R.H., and 
Ashby,M.F Butterworth-Heinemann  4th Ed., 

2011 
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Properties, Application 
and Design 

2 
Engineering Materials 2: 
An Introduction to 
Microstructure and 
Processing 

Jones, D.R.H., and 
Ashby,M.F Butterworth-Heinemann 4th Ed., 

2012 

3 Physical Metallurgy 
Principles 

Abbaschian, R., 
Abbaschian, L., Reed-
Hill, R. E 

Cengate Learning 4th Ed., 
2009 
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Semester: III 
Course Name: MECHANICS OF MATERIALS 

Course Code 21ME34 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 
Total Number of Pedagogy Hours 40 Total Marks  100 
Pre-requisites: Engineering Mechanics 

Module – 1 
Stresses and Strains:  Introduction, Properties of materials, Stress, Strain and Hooke’s law, Stress 
strain diagram for brittle and ductile materials, True stress and strain, Calculation of stresses in 
straight, Stepped and tapered sections. Principle of super position. 
Composite sections: Stresses due to temperature change, Shear stress and strain, Lateral strain and 
Poisson’s ratio, Elastic constants and relations between them.   

08 Hours 
 

Module - 2 
Analysis of Stress and Strain:  Introduction to three-dimensional state of stress, Stresses on 
inclined planes, Principal stresses and maximum shear stress, Principal angles, Shear stresses on 
principal planes, Maximum shear stress, Mohr circle for plane stress conditions. 
Thick & Thin Cylinders: Hoop’s stress, maximum shear stress, circumferential and longitudinal 
strains. Lames equations.   

08 Hours 
 

Module – 3 
Shear Force and Bending Moment:  Type of beams, Loads and reactions, Relationship between 
loads, shear forces and bending moments, Shear force and bending moments of cantilever beams, 
Pin support and roller supported beams subjected to concentrated loads, uniformly distributed 
constant / varying loads. Concept of shear center.   
Stresses in Beams:  Bending and shear stress distribution in rectangular, I and T section beams.   

08 Hours 
 

Module – 4 
Deflection of Beams: Introduction, differential equation for deflection, equations for deflections, 
slope and moments, Methods: Double integration method for cantilever and simply supported 
beams for point loads, UDL and couple, Macaulay's method. 
Torsion: Introduction, pure torsion, assumptions, derivation of torsional equations, polar modulus, 
torsional rigidity/stiffness of shafts, power transmitted by solid and hollow circular shafts.    

08 Hours 
 

Module – 5 
Columns: Buckling and stability, Critical load, Columns with pinned ends, Columns with other 
support conditions, Effective length of columns, Rankine’s and Secant formula for columns. 
Introduction to Strain Energy: Strain energy due to axial, shear, bending, torsion and impact 
load. Castigliano’s theorem I and II and their applications.  

08 Hours 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Interpret simple, compound, thermal stresses and strains their relations and strain energy. 
CO2 Analyze structural members for stresses, strains and deformations. 
CO3 Examine the structural members subjected to bending and shear loads. 
CO4 Investigate shafts subjected to twisting loads. 
CO5 Analyze the short columns for stability. 

 
Suggested Learning Resources: 
SN Title of the Book Name of the Author/s Name of the 

Publisher 
Edition 

and Year 
Textbooks 

1 Mechanics & Strength of 
Materials K Raghavendra, 1st edition 

CBS Publishers & 
Distributors Pvt. Ltd., 
Delhi 

2019 

2 Mechanics of Materials  J M Gere, B J Goodno, 8th 
edition  Cengage Learning 2013 

3 Mechanics of Materials  Ferdinand Beer, Russell 
Johston, John Dewolf, David 
Mazurek 

McGraw Hill 
Education (India) Pvt. 
Ltd  

Latest 
edition 

4 Strength of Materials  S. S. Rattan 2nd edition Tata McGraw Hill 2008 
5 Strength of Materials  R K Rajput S. Chand and 

Company Pvt. Ltd 2014 
6 Strength of Materials  R. Subramanian Oxford press 2005 

Reference Books 
1 Strength of Materials S. S. Bhavikatti, 4th edition Vikas Publishing 

House-Pvt. Ltd., 2013 
2 A Text book of Strength of 

Materials R. K. Bansal Laxmi Publications 2010 
3 Strength of Materials W. A. Nash, 4th edition  Schaum’s Outline 

Series, 2007 
4 Mechanics of Materials  R C Hibbeler Pearson  Latest 

edition 
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Semester: III 
Course Name: MATERIAL TESTING LABORATORY 

Course Code 21MEL35 CIE Marks 50 
Teaching Hour / Week (L:T:P) 0:0:2 SEE Marks 50 
Credits 01 Exam Hours 03 
Total Number of Pedagogy Hours 20 Total Marks 100 
Pre-requisites: Knowledge of Basic mathematics and sciences. 

 
Part-A 

1. Specimen preparation for macro and micro structural examinations and study the 
macrostructure and microstructure of a given Cast Iron, Mild steel, Aluminium and 
Copper/Brass specimens sample metal/ alloys  

2. To determine the hardness values of Mild Steel/ Aluminium, Copper/Brass and Cast Iron 
by Rockwell hardness testing machine. 

3. To determine the hardness values of Mild Steel/ Aluminium, Copper/Brass and Cast Iron 
by Brinell’s Hardness testing machine.  

4. To determine the hardness values of Mild Steel/ Aluminium, Copper/Brass and Cast Iron 
by Vickers Hardness testing machine.  

5. To conduct a wear test on Mild steel/ Cast Iron/Aluminium/ Copper to find the volumetric 
wear rate and coefficient of friction 

6. Study the heat treatment processes (Hardening and tempering) of steel/Aluminium 
specimens  

7. To perform the non-destructive testing’s (Open-Ended Experiment) 
a) Dye Penetration 
b) Magnetic particle detection  

Part-B 
1. To determine the impact strength of Cast Iron, Mild Steel/Brass/ Aluminium and to 

observe the necking using Charpy impact test. 
2. To determine the tensile strength, modulus of elasticity, yield stress, % of elongation and 

% of reduction in area of Cast Iron, Mild Steel/Brass/ Aluminium and to observe the 
necking.  

3. To determine the compressive strength, of Cast Iron, Mild Steel/Wood/ Aluminium and to 
observe the necking. 

4. To determine the bending strength, of Cast Iron/Mild Steel/Brass/ Aluminium and to 
observe the necking. 

5. To determine the shear strength, of Cast Iron, Mild Steel/Brass/ Aluminium and to observe 
the necking. 

6. To determine the torsional strength, of Cast Iron, Mild Steel/Brass/ Aluminium and to 
observe the necking. 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Identify the structure of materials - crystallography, microstructure, defects, and diffusion. 
CO2 Analyze various phases of metals and alloys with phase diagrams. 
CO3 Select suitable heat treatment process based on material properties  
CO4 Suggest suitable engineering materials for different application  
CO5 Apply characterization techniques for structure and property analysis using SEM. 
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Semester: III 
Course Name: FOUNDRY AND FORGING LAB 

 
Course Code 21MEL36 CIE Marks 40 
Teaching Hours/Week (L:T:P) 0:0:2 SEE Marks 60 
Credits 01 Exam Hours 03 
Total Number of Pedagogy Hours 20 Total Marks 100 
Pre-requisites: Knowledge of Basics sciences and Techniques. 
 

Experiments 
 

PART A 
I. Testing of Molding sand and Core sand. 

Preparation of sand specimens and conduction of the following tests: 
1. Compression, Shear and Tensile tests on Universal Sand Testing Machine. 
2. Permeability test 
3. Sieve Analysis to find Grain Fineness Number (GFN) of Base Sand 
4. Clay content determination on Base Sand. 

PART B 
II. Foundry Practice: 

Use of foundry tools and other equipment for Preparation of molding sand mixture. 
1. Preparation of green sand molds kept ready for pouring in the following cases: 
2. Using two molding boxes (hand cut molds). 
3. Using patterns (Single piece pattern Split pattern and match plate pattern). 
4. Incorporating core in the mold. (Core boxes). 
5. Preparation of one casting (Aluminum or cast iron-Open-Ended Experiments) 
III. Forging Operations: Use of forging tools and other forging equipment. 
1. Calculation of length of the raw material required to prepare the model considering forging 

losses. 
2. Preparing minimum three forged models involving upsetting, drawing, bending and other 

forging operations.  
3. Preparation of simple forging model using power hammer (Open-Ended Experiments) 

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Carry out experimental procedures to evaluate different properties of sand samples. 
CO2 Identify various foundry and forging tools & equipments. 
CO3 Prepare different types of sand mould using foundry tools and operations. 
CO4 Design sand moulds as per the given drawing. 
CO5 Prepare forging models using appropriate tools and equipment. 
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Semester: III / IV 
Course Name: CONSTITUTION OF INDIA, PROFESSIONAL ETHICS AND CYBER LAW 

Course Code 21CIP37/47 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1-0-0 SEE Marks 50 
Credits 01 Exam Hours 02 
Total Hours of Pedagogy    15 Total Marks 100 
 

Module – 1 
Introduction to Indian Constitution 
The Making of the Constitution, The Role of the Constituent Assembly - Preamble and Salient 
features of the Constitution of India. Fundamental Rights. Directive Principles of State Policy 
(DPSP). Fundamental Duties. 

03 Hours  
 

Module - 2 
Union Executive and State Executive: 
Parliamentary System, Federal System, Union Executive – President, Prime Minister, Union 
Cabinet, Parliament – Union Legislature, Lok Sabha and Rajya Sabha types of bills.    Union 
judiciary Supreme Court of India. 

03 Hours  
Module – 3 

Elections, Amendments and Emergency Provisions Elections, Electoral Process, and Election 
Commission of India, Election Laws. Amendments - Methods in Constitutional Amendments. 
Important Constitutional Amendments. Amendments – 7,9,10,12,42,44, 61, 73,74, ,75, 86, and 
91,94,95,100,101,118. Emergency Provisions, types of Emergencies and its consequences. Special 
Provisions (Articles 370.371,371J) for some States 

03 Hours  
 

Module – 4 
Professional / Engineering Ethics: Scope & Aims of Engineering & Professional Ethics - 
Business Ethics, Corporate Ethics, Personal Ethics. Role morality. What is profession 
characteristic of profession? The NSPE board of Professional ethics. Engineering ethics as 
preventive ethics. Responsible Engineer. Responsibilities in Engineering and Engineering 
Standards, the impediments to Responsibility. What is conflict of interest? Honesty integrity and 
reliability. IPRs (Intellectual Property Rights), Risks, Safety and liability in Engineering. 

03 Hours  
 

Module – 5 
Internet Laws, Cyber Crimes and Cyber Laws: Internet and Need for Cyber Laws, Types of 
Cyber Crimes, India and cyber law, Cyber Crimes and the information Technology Act 2000.  
Cybercrimes and enforcement agencies. 

03 Hours  
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Demonstrate constitutional knowledge and legal literacy. 
CO2 Understand Engineering and Professional ethics and responsibilities of Engineers 
CO3 Understand the cybercrimes and cyber laws for cyber safety measures 

  
Suggested Learning Resources: 
Text Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 

1 
Constitution of India, 
Professional Ethics and 
Human Rights Shubham 
Singles 

Charles E. Haries, and et 
al 

Cengage Learning 
India  2018 

2 Introduction to the 
Constitution of India Durga Das Basu Prentice –Hall  2008 

3 Engineering Ethics 
M. Govindarajan, S. 
Natarajan, V. S. 
Senthilkumar 

Prentice –Hall  2004 
 
Reference Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 
1 Cyber Security and Cyber 

Laws 
Alfred Basta and et al Cengage Learning India  2018 
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Semester: III 
Name of the Laboratory: INTRODUCTION TO CAD 

Course Code  21AME381   CIE Marks 50 
Teaching Hours/Week (L:T:P) 0:0:2   SEE Marks 50 
Credits 01   Exam Hours 02 
Total Number of pedagogy hours 15   Total Marks 100 

 
Pre-requisites: Knowledge of Basic mathematics and Engineering Drawing. 

PART-A 
Introduction to Auto CAD: File management, User interface, Basic settings, Navigation bar, Steering 
wheel, View port 
Draw Setting & Condition: Units, Limits, UCS icon Function keys & its work 
Drawing Tools: Line, polyline, Circle, arc Rectangle, polygon Ellipse, Elliptical arc, spline, Spline 
Edit, Xline, Ray, Points Measure, Divide, Region Wipeout, Helix, Donut, Revision cloud, hatch, 
Gradient 
Modify Tools: Move, copy, Rotate, scale Stretch, fillet, chamfer Erase, offset, explode Array, polar 
Array, path array Trim, extend, mirror, edit polyline, edit spline, edit hatch Edit array, break, break at 
point Blend vertex, joint, overkill, lengthen 
Annotations Dimensions: dimension setting, Linear dimension, Aligned dimension, Angular 
dimensions, arc length, Radius Diameter.  

PART-B 
Conversion of pictorial views into orthographic projections of simple machine parts. 
Conversion of orthographic views in to isometric view of simple machine parts. (Open-Ended 
Experiments) 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Apply basic CAD concepts to develop and construct accurate 2D geometry through 
creation of basic geometric constructions 

CO2 To improve their visualization skills and make component sketching. 
CO3 Apply elements of mechanical drafting such as layers, dimensions, drawing formats in 

projects with a focus on ANSI industry standards. 
CO4 Utilize the precision of Auto CAD as a drafting and design tool   used in the mechanical 

design and manufacturing industries. 
CO5 Engage in lifelong learning using sketching and drawing as communication tool. 
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Semester: III 
Course Name: DESIGN THINKING & INNOVATION 

 
Course Code  21DTI39 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1:0:0 SEE Marks 50 
Credits 1 Exam Hours 02 
Total Hours of Pedagogy  15 Total Marks 100 

 
Course Category: Foundation 
Preamble: This course provides an introduction to the basic concepts and techniques of engineering 
and reverses engineering, the process of design, analytical thinking and ideas, basics and 
development of engineering drawing, application of engineering drawing with computer aide. 

 
Module – 1 

PROCESS OF DESIGN 
Understanding Design thinking: Shared model in team-based design – Theory and practice in Design 
thinking – Explore presentation Signers across globe – MVP or Prototyping 

5-Hours 
 

Module - 2 Tools for Design Thinking 
Real-Time design interaction captures and analysis – Enabling efficient collaboration in digital space – 
Empathy for design – Collaboration in distributed Design 

5-Hours 
Module – 3 

Design Thinking in IT 
Design Thinking to Business Process modelling – Agile in Virtual collaboration environment – Scenario 
based Prototyping 

5-Hours 
 

Module – 4 DT For strategic innovations 
Growth – Story telling representation – Strategic Foresight - Change – Sense Making - Maintenance 
Relevance – Value redefinition - Extreme Competition – experience design - Standardization – 
Humanization - Creative Culture – Rapid prototyping, Strategy and Organization – Business Model 

5-Hours 
 

Module – 5 
Design thinking workshop 
Design Thinking Workshop Empathize, Design, Ideate, Prototype and Test 

5-Hours 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Understand the design thinking process. 
CO2 Identify and assess opportunities through customer needs analysis. 
CO3 Create clear product specifications based on customer needs that are desirable, feasible, 

and viable. 
CO4 Generate and evaluate new product and service concepts through applied creativity. 
CO5 Implement a proven 4-step method for planning and executing a prototype. 

 
 
Suggested Learning Resources: 
 

SN Title of the Book Name of the Author/s Name of the 
Publisher Edition and Year 

Textbooks 
1 Engineering Design 

John.R.Karsnitz, 
Stephen O’Brien and 
John P. Hutchinson 

Cengage learning  Second Edition, 
2013 

2 The Design of Business Roger Martin Harvard Business 
Press  2009 

3 Design Thinking: Understand –
Improve– Apply 

Hasso Plattner, 
Christoph Meinel and 
Larry Leifer 

Springer  2011. 
Reference Books 

1 Design Thinking for Strategic 
Innovation Idris Mootee John Wiley & Sons

Second 
Edition, 2011. 

 
2 Engineering Design Process Yousef Haik and

Tamer M.Shahin CengageLearning 1st edition, 2012 
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Semester: III 
Course Name: Additional Mathematics-I 

Course Code 21MATDIP31 CIE Marks 100 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks -- 
Credits 00 Exam Hours 00 
 
Pre-requisites: Algebraic formulae, Differentiation, Integration, Trigonometric formulae  

Module – 1 
Linear Algebra 
Introduction-Rank of matrix by elementary row operations- Echelon form. Consistency of system 
of linear equations, Solution of linear equations-Gauss elimination method. Eigen values and Eigen 
vectors of a square matrix. Problems. 
Self-Study: Gauss Jordon Method     

                                                                                                   08 Hours  
 

Module - 2 
Differential Calculus: 
Review of successive differentiation-Illustrative examples. Maclaurin’s series expansions-
Illustrative examples. Partial Differentiation: Euler’s theorem-problems on first order derivatives 
only. Total derivatives-differentiation of composite functions. Jacobian of order two-problems. 
Self-Study: Taylor’s series expansion.  

                                                                                                   08 Hours  
 

Module – 3 
Vector Differentiation: 
Differentiation of vector functions. Velocity and acceleration of a particle moving on a space curve. 
Scalar and Vector point functions. Gradient, Divergence and Curl- Simple problems. Solenoidal 
and irrotational vector fields-Problems.  
Self-Study: Angle between two surfaces    

                                                                                                   08 Hours  
 

Module – 4 
Integral Calculus: 
Review of elementary integral calculus. Reduction formulae for ܵ݅݊ݔ,  with)ݔݏܥ
proof) and  ܵ݅݊ݏܥ ݔݔ (without proof) and evaluation of these with standard limits- 
Examples. Double and triple integrals-Simple problems. 
Self-Study: Change of Order of Integration.       

                                  08 Hours  
 

Module – 5 
Ordinary Differential Equations: 
Introduction-Solutions of first order and first-degree differential equation: exact, Equation 
reducible to exact. Linear differential equations and Bernoulli’s equation. 
Self-Study: Homogeneous differential equations        

    08 Hours  
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Make use of matrix theory for solving system of linear equations and compute eigen values 
and eigen vectors. 

CO2 Learn the notion of partial differentiation to calculate the rate of change of multivariate 
functions and solve problems related to composite functions and Jacobians. 

CO3 Illustrate the applications of multivariate calculus to understand the solenoidal and 
irrotational vectors. 

CO4 Apply the concept of integration and variables to evaluate multiple integrals and their 
usage in computing the area and the volumes. 

CO5 Solve first order linear differential equations analytically using standard methods. 
 
 
Suggested Learning Resources: 

SN Title of the Book Name of the 
Author/s Name of the Publisher Edition and Year 

Textbooks 
1 Higher Engineering 

Mathematics 
B.S.Grewal Khanna Publishers 43rd Ed.2015 

2 Advanced Engineering 
Mathematics 

E. Kreyszig Jhon willy & Sons 10th Ed. 
(Reprint).2016 

3 Additional Mathematics-1 Dr. Pandurangappa Sanguine Technical 
Publishers 

4Th Ed., 2019. 
 

Reference Books 
1 Higher Engineering 

Mathematics 
B.V.Ramana Tata McGraw-Hill 11th Edition.2010 
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Semester:    IV 
(COMMON TO CIVIL & ME) 

Course Name: COMPLEX ANALYSIS, PROBABILITY & STATISTICAL METHODS 
Course Code 21MCM41 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 
Number of Pedagogy Hours 40 Total Marks 100 
 
Pre-requisites:  Basic formulae of differentiation, partial differentiation, Integration.  Complex numbers.  Statistics and probability. 
 

Module – 1 
Complex Analysis 
Review of a function of a complex variable, limits, continuity and differentiability. Analytic 
function, Cauchy-Riemann equations in Cartesian and polar forms and consequences. Construction 
of analytic functions by Milne-Thompson method, problems. Conformal Transformation-
Introduction, Bilinear transformation. 
Complex Integration 
Line integral of a complex function, Cauchy’s theorem and Cauchy’s integral formula and 
problems. 
Self-Study: Conformal Transformation: Discussion of transformations: 
ݓ  = ݁௭ ݓ   , = ݓ    ,ଶݖ = ݖ + 1 ݖሺ  ݖ ≠ 0ሻ.⁄     

08 Hours 
 

Module - 2 
Optimization: Basic concepts, classification of optimization problems. Linear programming 
problem (LPP). Formation of LPP. Graphical method and Simplex method to solve linear LPP. 
Self-Study: Duality Theory.    

08 Hours   
Module – 3 

Statistical Methods: Correlation and regression, Karl Pearson’s coefficient of correlation and rank 
correlation, problems. Regression analysis, lines of regression, problems. 
Curve Fitting: Curve fitting by the method of least squares, fitting the curves of the forms  
ݕ = ݔܽ + ݕ    ,ܾ = ݔܽ ݕ    ݀݊ܽ    = ଶݔܽ + ݔܾ + ܿ. 
Self-Study: Angle between two regression lines, problems.       

08 Hours  
 

Module – 4 
Probability Distributions: Random Variables (discrete and continuous), probability mass and 
density functions, problems. Binomial, Poisson and normal distributions, problems (derivations 
for mean and standard deviation for Binomial and Poisson distributions only)-Illustrative 
examples. 
Self-Study: Exponential distribution.        

                                  08 Hours  
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Module – 5 
Joint Probability Distributions: Joint Probability distribution for two discrete random variables, 
expectation, covariance and correlation. 
Sampling Theory: Introduction to sampling distributions, standard error, Type-I and Type-II 
errors. Test of hypothesis for means, Student’s t-distribution and Chi-square distribution as a test 
of goodness of fit. 
Self-Study: Point estimation and interval estimation.       

    08 Hours 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Explain the idea of analyticity, potential fields, residues and poles of complex potentials in 

Field Theory and Electromagnetic theory. 
CO2 Apply the graphical and simplex method to solve the LPP. 
CO3 Make use of the correlation and regression analysis to fit a suitable mathematical model 

for the statistical data. 
CO4 Applying discrete and continuous probability distributions in analysing the probability 

models arising in engineering field. 
CO5 Construct joint probability distributions and demonstrate the validity of testing hypothesis. 

 
Suggested Learning Resources: 

SN Title of the Book Name of the 
Author/s Name of the Publisher Edition and Year 

Textbooks 
1 Higher Engineering 

Mathematics 
B.S.Grewal Khanna Publishers 43rd Ed.2015 

2 Advanced Engineering 
Mathematics 

E. Kreyszig Jhon willy & Sons 10th Ed. 
(Reprint).2016 

3 Operations Research S.D.Sharma Kedarnath & Ramanath 17 th edition 
Reference Books 

1 Higher Engineering 
Mathematics 

B.V.Ramana Tata McGraw-Hill 11th Edition.2010 
2 Calculus George. B. Thomas Pearsons edn.Inc 13th Edition.2014 
3 A Text book of Engineering 

Mathematics 
N.P. Bali and Manish 

Goyal 
Laxmi Publications Latest edition 
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Semester: IV 
Course Name: Mechanical Measurements and Metrology 

 
Course Code 21ME42 CIE Marks 50 
Teaching Hour / Week (L:T:P) 3:0:2 SEE Marks 50 
Credits 04 Exam Hours 03 
Total Number of Pedagogy Hours 40 (T) + 20 (P) Total Marks 100 

Pre-requisites: Knowledge of Basic mathematics and sciences. 
Module – 1 

Introduction to Metrology, 
Introduction to metrology & measurements, definition, objectives and classification of metrology, 
standards of length- material standards, wave length standard, sub division of standards.                                                         
Line and end standard, end bars, numerical problems on calibration of end bars. 
Linear and Angular Measurements 
Vernier Calipers and Micrometer, slip gauges, wringing phenomena, and numerical problems on building 
of slip gauges. Angular Measurements Bevel protractor, sine bar, angle gauges, numerical on building of 
angles, autocollimator, measurement of straightness, squareness.                                      

8 Hours 
 Module - 2 

Systems of Limits, Fits, Tolerance & Gauging 
Definitions Tolerance, tolerance analysis (Addition & Subtraction of tolerances), principle of 
interchangeability and selective assembly. Class and Grade of tolerance, limits & fits -Applications, types 
of fits Numerical on limits, fits & tolerance. Hole basis and Shaft basis system, Classification of gauges, 
Taylor’s principle, design of GO, NO GO gauges, wear allowance on gauges, types of gauges- plain plug 
gauges, ring gauges, snap gauge, limit gauge, simple problems 
Comparators 
Introduction to comparators, classification, characteristics, Mechanical comparators – Dial Indicator, 
Johnson Mikrokator, Sigma comparator, Electrical Comparator - LVDT, Optical Comparator - Zeiss ultra-
optimeter, Pneumatic comparator – Principle of back pressure, Solex comparator. 

8 Hours   
Module – 3 

Screw thread Measurement   
Screw thread terminology, Measurements of major, minor and effective diameters by 2 wire, 3 wire & 
best size wire methods. Measurement of pitch and angle of screw threads, Tool maker’s microscope, 
profile projector. 
Gear tooth measurement 
Tooth thickness measurement using constant chord method, addendum, and base tangent method, pitch 
measurement, concentricity and run out, involute profile and Gear roll tester for composite error. 

8 Hours 
 

Module – 4 
Measurement System and Basic Concepts 
Definitions - accuracy, precision, calibration, threshold, sensitivity, hysteresis, repeatability, linearity, 
loading effect, system-response-time delay, errors   in measurement, Generalized measurement system. 
Transducers Intermediate & Terminating Devices  
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Primary & secondary transducers, Electrical transducers, Mechanical, Electronic transducers, relative 
comparison. Mechanical systems - Inherent problems, Electrical Intermediate Modifying devices – 
Current, Voltage circuits, Amplifiers, terminating devices - CRO, Oscillographs, XY Plotter 

8 Hours 
 

Module – 5 
Measurement of Force, Torque & Pressure  
Measurement of Force (Analytical Balance, Proving ring, Load cell) Torque & Pressure, types of 
dynamometers – Prony brake, Rope brake dynamometers, Pirani gauge, Mc leod gauge, Bridgeman 
gauge. 
Temperature & Strain Measurements  
Theory of Strain gauges, gauge factor, electrical resistance type, Preparation and Mounting of strain 
gauges, Methods of strain measurement. Temperature compensation, resistance thermometers, thermo 
couple, laws of thermo couple, Pyrometer, Optical Pyrometer. 

8 Hours 
 

Practical Component of IPCC 
List of Experiments 

1. Calibration of Pressure Gauge 
2. Calibration of Thermocouple 
3. Calibration of LVDT 
4. Calibration of Load cell 
5. Determination of modulus of elasticity of a mild steel specimen using strain gauge. 
6. Measurements using Toolmakers Microscope, Optical Projector 
7. Measurement of angle using – Sine Bar, Sine Center, Bevel Protractor methods  
8. Measurement of alignment using autocollimator 
9. Measurement of cutting tool forces using Lathe Tool Dynamometer, Drill Tool 

Dynamometer (Open-Ended Experiment) 
10. Measurement of Screw thread Parameters using 2 wire and 3 wire method  
11. Measurement of Gear tooth Profile using Gear tooth Vernier (Open-Ended Experiment) 
12. Calibration of Micrometer using Slip Gauges 
13. Measurement using Optical Flats 

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Comprehend the objectives of metrology, methods of measurement, and standards of 

measurement & apply concepts of linear and angular measurements. 
CO2 Apply concepts of tolerance, limits of size, fits, geometric and position tolerances, gauges and 

their design 
CO3 Illustrate the working principle of different comparators and assess various parameters of 

screw threads and gear. 
CO4 Analyze and Differentiate measurement systems - transducers, intermediate modifying devices 

and terminating devices. 
CO5 Evaluate the functioning of force, torque, pressure, strain and temperature measuring devices. 
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Suggested Learning Resources: 
 

Text Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 
1 Engineering Metrology  R.K. Jain Khanna Publishers  2009 
2 Engineering Metrology and 

Measurements Bentley Pearson Education  
3 Engineering Metrology  Gupta I.C Dhanpat Rai Publications  
4 Engineering Metrology and 

Measurements 
N.V. Raghavendra and 
L.Krishnamurthy Oxford University Press.  

5 Metrology Mahajan Danpath Rai publications  
6 Mechanical Measurements Beckwith Marangoni 

andLienhard Pearson Education 6th Ed., 
2006 

7 Instrumentation, Measurement 
and Analysis 

B C Nakra, K 
KChaudhry McGraw–Hill 4th 

Edition 
 

Reference Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition and 

Year 
1 Industrial Instrumentation Alsutko, Jerry. D.Faulk, 

Thompson 
Asia Pvt. Ltd.  
 2002 

2 Measurement Systems Ernest O. Doebelin & 
Dhanish N. Manik 

6th editions, Mc 
GRAW Hill Book Co. 

2011 
 

3 Mechanical Measurements 
and Instrumentation Er. R K Rajput S K Kataria & Sons 

Publications 2012 
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Semester: IV 
COURSE NAME: FLUID MECHANICS 

 
Course Code 21ME43 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 

Total Number of Pedagogy Hours 40 Total Marks 100 
Pre-requisites:  

1. Vector Calculus 
2. Engineering Mechanics 

Module – 1 
 
PROPERTIES OF FLUIDS: Introduction, properties of fluids, Density, Specific gravity, Vapour 
pressure, Viscosity, Surface Tension; compressibility, bulk modulus, Cavitation, Capillarity, 
classification of fluids, numericals. 
Pressure Measurement: Pascal’s law, hydrostatic Law, absolute, gauge, atmospheric and vacuum 
pressures, manometer (simple and differential), numericals. 

08 Hours 
 

Module - 2 
Fluid Statics and Buoyancy Concepts of center of pressure along a horizontal plane, vertical plane 
and inclined plane surface submerged in static fluid, numericals. 
Buoyancy, center of buoyancy, meta center and meta centric height (analytical method), 
numericals. 
Fluid Kinematics: Velocity of fluid particle, types of fluid flow, description of flow, continuity 
equation, Coordinate free form, acceleration of fluid particle, rotational & irrotational flow, 
Laplace’s equation in velocity potential and Poisson’s equation in stream function, flow net. 
numericals. 

08 Hours 
 

Module - 3 
Fluid Dynamics; Introduction. Forces acting on fluid in motion. Euler’s equation of motion along a 
streamline. Integration of Euler’s equation to obtain Bernoulli’s equation, Application of 
Bernoulli’s theorem such as venturi-meter, orifice meter, rectangular and triangular notches, 
numericals. 
Impact of jets: Force exerted on stationary and moving plates- vertical, inclined and curved 
(symmetrical), numericals 

08 Hours 
 

Module – 4 
 
FLOW THROUGH PIPES: Frictional loss in pipe flow, major energy losses and minor energy 
losses in pipe flow, Darcy- equation for loss of head due to friction in pipes, Chezy’s equation for loss 
of head due to friction in pipes, hydraulic gradient and total energy line. numericals 
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Introduction to Boundary Layer Theory: Flow over a flat plate: Boundary layer thickness, 
Displacement, Momentum and Energy thickness, Flow separation concept, drag and lift force and 
numericals 

08 Hours 
 

Module – 5 
Dimensional analysis: Introduction, derived quantities, dimensions of physical quantities, 
dimensional homogeneity, Rayleigh’s method, Buckingham Pi-theorem, dimensionless numbers, 
similitude, types of similitude, numericals. 
Compressible Flows: Introduction, thermodynamic relations of perfect gases, internal energy and 
enthalpy, speed of sound, pressure field due to a moving source, basic Equations for one-
dimensional flow, stagnation and sonic properties, normal and oblique shocks, numericals. 

08 Hours 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Describe various properties of fluids for analyzing fluid flow applications. 
CO2 Apply the concepts of fluid mechanics, pressure distribution and buoyancy to determine the 

static forces of the fluids. 
CO3 Analyze various Pipe losses. 
CO4 Analyze external & internal flows for evaluating various flow-parameters. 
CO5 Perform dimensional analysis to formulate mathematic model. 

 
Suggested Learning Resources: 
Text Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the 

Publisher 
Edition 
and Year 

1 
A text book of Fluid 
Mechanics and Hydraulic 
Machines 

 Dr. R K Bansal 
Laxmi 
Publications (P) 
Ltd, 

 

2 
Fluid Mechanics, 
Hydraulics and Fluid 
Machines 

Ramamrutham, Dhanpat Rai 
Publications. 
 

 

3 Introduction to Fluid 
Mechanics  Fox and MacDonald Wiley India. 8th 

Edition 
4 Fundamentals of Fluid 

Mechanics 
Munson, Young, Okiishi, 
Huebsch 

Wiley 
publications 

6th 
Edition, 

5 
Fluid Mechanics-
Fundamentals & 
Applications 

Yunus A Cengel and John A 
Cimbala 

Tata 
McGraw 
Hill. 
 

3rd 
Edition 
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Semester: IV 
Course Name: ENGINEERING THERMODYNAMICS 

Course Code 21ME44 CIE Marks 50 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks 50 
Credits 03 Exam Hours 03 

Total Number of Pedagogy Hours 40 Total Marks 100 
Pre-requisites: Knowledge of Basic mathematics and sciences.  

Module – 1 
 

Fundamental Concepts & Definitions: Thermodynamic definition and scope, Microscopic and 
Macroscopic approaches. Some practical applications of engineering thermodynamic Systems, 
Characteristics of system boundary and control surface, examples. Thermodynamic properties; 
definition and units, intensive, extensive properties, specific properties, pressure, specific volume, 
Thermodynamic state, state point, state diagram, path and process, quasi-static process, cyclic and non-
cyclic; processes; Thermodynamic equilibrium; definition, mechanical equilibrium; diathermic wall, 
thermal equilibrium, chemical equilibrium, zeroth law of thermodynamics: Temperature; scales, 
thermometry, Importance of temperature measuring instruments. Design of Thermometers. (self-study 
only not for SEE) 
Work and Heat: Mechanics, definition of work and its limitations. Thermodynamic definition of work; 
examples, sign convention. Displacement work; as a part of a system boundary, as a whole of a system 
boundary, expressions for displacement work in various processes through p-v diagrams. Heat; 
definition, units and sign convention. Problems. 
First Law of Thermodynamics: Joules experiments, equivalence of heat and work. Statement of the 
First law of thermodynamics, extension of the First law to non - cyclic processes, energy as a property, 
Extension of the First law to control volume; steady flow energy equation (SFEE), important 
applications. 

8 Hours
 

Module – 2 
Second Law of Thermodynamics: Limitations of first law of thermodynamics, Thermal reservoir, 
heat engine and heat pump: Schematic representation, efficiency and COP. Reversed heat engine, 
schematic representation, importance and superiority of a reversible heat engine. Kelvin - Planck 
statement of the Second law of Thermodynamics; PMM I and PMM II, Clausius statement of Second 
law of Thermodynamics, Equivalence of the two statements; Carnot cycle, Carnot principles. Problems 
Entropy: Clausius inequality, Statement- proof, Entropy- definition, a property, change of entropy, 
entropy as a quantitative test for irreversibility, principle of increase in entropy, entropy as a coordinate. 
Numerical problems 

8 Hours
 
 
 



 

34 

Module – 3 
Introduction and Review of Ideal and Real gases: Ideal gas mixtures, Daltons law of partial 
pressures, Amagats law of additive volumes, Evaluation of properties of ideal gases. Real gases: 
introduction, Van-Der Waal’s equation, Van-Der Waal’s constants in terms of critical properties. (self-
study only not for SEE) 
Combustion thermodynamics: Theoretical (Stoichiometric) air for combustion of fuels, excess air, 
actual combustion. Exhaust gas analysis. A/F ratio, energy balance for a chemical reaction, enthalpy of 
formation, enthalpy and internal energy of combustion, adiabatic flame temperature, combustion 
I.C.Engines: Classification of IC engines, Combustion of SI engine and CI engine, Detonation and
factors affecting detonation, Performance analysis of I.C Engines, Heat balance, Morse test. 8 Hours

 
Module – 4 

Pure substance: P-T and P-V diagrams, triple point and critical points. Sub-cooled liquid, saturated 
liquid, mixture of saturated liquid and vapour, saturated vapour and superheated vapour states of pure 
substance with water as example. Enthalpy of change of phase (Latent heat). Dryness fraction (quality), 
T-S and H-S diagrams, representation of various processes on these diagrams. Steam tables and its use. 
Throttling calorimeter, separating and throttling calorimeter. 
Vapour Power Cycles: Carnot vapour power cycle, simple Rankine cycle, actual vapour power cycles, 
ideal and practical regenerative Rankine cycles, open and closed feed water heaters, Reheat Rankine 
cycle and characteristics of an Ideal working fluid in vapour power cycles. 8 Hours

 
Module – 5 

Gas power cycles: Air standard cycles-Otto cycle, Diesel cycle and Dual cycle, computation of thermal 
efficiency and mean effective pressure, comparison of Otto, Diesel & Dual cycles. 
Gas turbine Cycles: Introduction and classification of gas turbine, gas turbine (Brayton) cycle; 
description and thermal analysis and methods to improve thermal efficiency of gas turbines, Jet 
Propulsion-Turbo jet, Ram jet Turbo prop and Rocket engine. 8 Hours

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Describe the fundamental concepts and principles of engineering thermodynamics. 
CO2 Apply the governing laws of thermodynamics for different engineering applications. 
CO3 Interpret behaviour of pure substances and its application to practical problems. 
CO4 Analyse the various thermodynamic process, cycles and results. 
CO5 Apply thermodynamic concept to analyze performance of Gas power cycle and gas turbines. 
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Suggested Learning Resources: 
SN Title of the Book Name of the Author/s Name of the 

Publisher 
Edition 

and 
Year 

Textbooks 
1 Basics and applied 

thermodynamics 
P K Nag Tata McGraw  

Hill Publications 
2017 

2 A text book of Engineering
Thermodynamics 

R K Rajput Laxmi Publications 2019 
3 Thermodynamics,  

An Engineering Approach 
Yunus A Cengel Tata Mcgraw  

Hill Publications 
2019 

Reference Books 
1 Engineering Thermodynamics J B Jones and G A HawkinsJohn Wiley 1986 
2 An Introduction to

Thermodynamics 
Y V C 
Rao Wiley Eastern 2003 

3 Applications of 
Thermodynamics 

Dr.V K Kadambi and  
Dr T R Seetharam 

Wiley Publications 2018 
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SEMESTER - IV 
Course Name: COMPUTER AIDED MACHINE DRAWING 

Course Code 21MEL45 CIE Marks 50 
Teaching Hours/Week (L:T:P) 0:0:2 SEE Marks 50 
Credits 01 Exam Hours 03 
Total Number of Pedagogy Hours 20 Total Marks 100 
 
Pre-requisites: Engineering Drawing, Awareness of how various mechanical components function. 

PART-A 
Module – 1 

Introduction: Review of basic concepts of Engineering Visualization.  
Geometrical Dimensioning and Tolerances (GD&T): Introduction, Fundamental tolerances, 
Deviations, Methods of placing limit dimensions, machining symbols, types of fits with symbols and 
applications, geometrical tolerances on drawings. Standards are followed in the industry.  
Conversion of pictorial views into orthographic projections of simple machine parts. 

02 Hours  
Module – 2 

Thread Forms: Thread terminology, sectional views of threads. ISO Metric (Internal & External), 
BSW, square, Acme, and American Standard thread. 
Fasteners: Hexagonal-headed bolt and nut with washer (assembly), square-headed bolt and nut with 
washer (assembly), simple assembly using stud bolts with nut and lock nut.  

03 Hours 
 

PART-B  
Module – 3 

Riveted joints: Single and double riveted lap joints, Butt joints with single/double cover straps 
(Chain and zigzag using snap head riveters). 
Welded Joints: Lap, Butt, T-shape (Open-Ended Exercise) 

03 Hours 
Module – 4 

Assembly of Joints, Couplings using a 2D environment 
Joints: Cotter joint (socket and spigot), Knuckle joint (pin joint) for two rods. 
Couplings: Protected type flange coupling, Pin (bush) type flexible coupling, and Oldham’s 
coupling. 

04 Hours 
 

PART-C 
Module – 5 

Assembly of Machine Components (with GD&T) using a 3D environment  
1. Plummer Block (Pedestal Bearing) 
2. Machine vice 
3. I.C. Engine Connecting rod 
4. Screw Jack (bottle type) 
5. Lathe Square Tool Post 
6. Tailstock of Lathe  

08 Hours 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Interpret the Machining and surface finish symbols on the component drawings. 
CO2 Demonstrate the role of limits and tolerance on the machine parts using 2D environment. 
CO3 Exhibit the importance of functional and visualization aspects of part drawings. 
CO4 Illustrate various machine components through drawings. 
CO5 Interpret assembly drawings as per the conventions using 3D modeling. 

 
 
Suggested Learning Resources: 

SN Title of the Book Name of the Author/s Name of the Publisher Edition and Year 
Textbooks 

1 Machine Drawing K R Gopal Krishna Subhash 2005 
2 Machine Drawing K L Narayan New Age International 3rd and 2006 

Reference Books 
1 Machine Drawing N D Bhatt Charotar Publishing 

House Pvt. Ltd 
50th and 2014 

2 Machine Drawing P S Gill S K Kataria and sons 2013 
3 Machine Drawing Ajeet Singh Tata McGraw-Hill 2012 
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Semester: IV 
Course Name: FLUID MECHANICS LAB 

 
Course Code 21MEL46 CIE Marks 50 
Teaching Hour / Week (L:T:P) 0:0:2 SEE Marks 50 
Credits 01 Exam Hours 03 
Total Number of Pedagogy Hours 20 Total Marks 100 
 

Pre-requisites: Measurements and Instrumentation, Fluid mechanics 
PART-A 

1. Determination of Coefficient of Friction of flow through a pipe. 
2. Determination of Minor losses in the pipe. 
 Head loss due to bend 
 Head loss due to EL-bow 
 Head loss due to sudden contraction. 
 Head loss due to sudden enlargement. 

3. To verify Bernoulli's equation by demonstrating the relationship between pressure head and 
kinetic head. (Open-Ended Experiment) 

4. Impact of Jets – Flat, Inclined and Curved vanes 
5. Calibration of collecting tank by volumetric method. (Open-Ended Experiment) 

PART-B 
1. Calibration of Venturimeter to evaluate the coefficient of discharge 
2. Discharge measurement using Orifice meter.  
3. Calibration of triangular notch to evaluate the coefficient of discharge.  
4. Calibration of rectangular notch to evaluate the coefficient of discharge. 
5. To determine coefficient of discharge of vertical Orifice (Open-Ended Experiment). 

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO 1 Determine flow measurements and classify minor losses. 
CO 2 Apply Pipe friction formula to determine major losses. 
CO 3 Evaluate the performance of pipe to determine the co-efficient of friction. 
CO 4 Estimate the data in determining forces of various types in impact of jets. 
CO 5 Perform experiments on flow measurements. 
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Semester: III / IV 
Course Name: CONSTITUTION OF INDIA, PROFESSIONAL ETHICS AND CYBER LAW 

Course Code 21CIP37/47 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1-0-0 SEE Marks 50 
Credits 01 Exam Hours 02 
Total Hours of Pedagogy    15 Total Marks 100 
 

Module – 1 
Introduction to Indian Constitution 
The Making of the Constitution, The Role of the Constituent Assembly - Preamble and Salient 
features of the Constitution of India. Fundamental Rights. Directive Principles of State Policy 
(DPSP). Fundamental Duties. 

03 Hours  
 

Module - 2 
Union Executive and State Executive: 
Parliamentary System, Federal System, Union Executive – President, Prime Minister, Union 
Cabinet, Parliament – Union Legislature, Lok Sabha and Rajya Sabha types of bills.    Union 
judiciary Supreme Court of India. 

03 Hours  
Module – 3 

Elections, Amendments and Emergency Provisions Elections, Electoral Process, and Election 
Commission of India, Election Laws. Amendments - Methods in Constitutional Amendments. 
Important Constitutional Amendments. Amendments – 7,9,10,12,42,44, 61, 73,74, ,75, 86, and 
91,94,95,100,101,118. Emergency Provisions, types of Emergencies and its consequences. Special 
Provisions (Articles 370.371,371J) for some States 

03 Hours  
 

Module – 4 
Professional / Engineering Ethics: Scope & Aims of Engineering & Professional Ethics - 
Business Ethics, Corporate Ethics, Personal Ethics. Role morality. What is profession 
characteristic of profession? The NSPE board of Professional ethics. Engineering ethics as 
preventive ethics. Responsible Engineer. Responsibilities in Engineering and Engineering 
Standards, the impediments to Responsibility. What is conflict of interest? Honesty integrity and 
reliability. IPRs (Intellectual Property Rights), Risks, Safety and liability in Engineering. 

03 Hours  
 

Module – 5 
Internet Laws, Cyber Crimes and Cyber Laws: Internet and Need for Cyber Laws, Types of 
Cyber Crimes, India and cyber law, Cyber Crimes and the information Technology Act 2000.  
Cybercrimes and enforcement agencies. 

03 Hours  
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Demonstrate constitutional knowledge and legal literacy. 
CO2 Understand Engineering and Professional ethics and responsibilities of Engineers 
CO3 Understand the cybercrimes and cyber laws for cyber safety measures 

Suggested Learning Resources: 
Text Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 

1 
Constitution of India, 
Professional Ethics and 
Human Rights Shubham 
Singles 

Charles E. Haries, and et 
al 

Cengage Learning 
India  2018 

2 Introduction to the 
Constitution of India Durga Das Basu Prentice –Hall  2008 

3 Engineering Ethics 
M. Govindarajan, S. 
Natarajan, V. S. 
Senthilkumar 

Prentice –Hall  2004 
 
Reference Books 
Sl. 
No. Title of the Book Name of the Author/s Name of the Publisher Edition 

and Year 
1 Cyber Security and Cyber 

Laws 
Alfred Basta and et al Cengage Learning India  2018 
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Semester: IV 
Course Name: SOFT SKILLS AND BASIC APTITUDE 

 
Course Code 21SSA480 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1:2:0 SEE Marks 50 
Credits 2 Exam Hours 02 
Total Hours of Pedagogy  30 Total Marks 100 
Pre-requisites:  Basic Conversational English  Fundamentals of Mathematics  Basic Knowledge of Reasoning 
 

Module – 1 
Communication Skills 

Basic Tools of Communication, Listening Skills, Body Language, Voice, Verbal Language, 
Conversations in Professional Setting         

06 Hours 
 

Module – 2 
Presentation Skills 

Zero Presentation, Individual Presentations, Feedback, Types of Introductions, Captivating the 
Audience, Interaction Methods, Signing off.   

                                                                                                    06 Hours 
 

Module – 3 
Verbal & Numerical Ability 

Vocabulary is Fun, Root Words, Sentence Structures, Bouncing, Similar and Opposite Words, 
Common Errors, Number System, Factors and Multiples. 

06 Hours 
 

Module – 4 
English Language 

Phonetic and Non-phonetic Languages, sounds in English, IPA, Syllables, Word Stress, Stress 
patterns in Indian languages vs English, Pausing and Rhythm in English, Sentence Structures, 
Bouncing, Common Errors 
 

        06 Hours 
 

Module – 5 
Verbal Ability and Verbal Reasoning 

Similar and Opposite words, Number and Alphabet Series, Human Relations, Direction Tests, 
Coding Decoding, Clocks and Calendars 

06 Hours 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Demonstrate communicative ability in a professional environment 
CO2 Articulate one’s ideas and demonstrate them to an audience 
CO3 Transform one’s English Vocabulary and Language Structure 
CO4 Interpret international phonetic symbols, stress patterns, and enhance English speech 
CO5 Identify patterns, determine the problem-solving process & validate solutions 

 
 
Suggested Learning Resources: 

SN Title of the Book Name of the 
Author/s Name of the Publisher Edition and Year 

Textbooks 
1 Reasoning N’ Reasoning - 

Verbal & Non-verbal 
Reasoning 

Dr. Ravi Chopra Galgotia 1994 

2 Magical Book on Quicker 
Math 

M. Tyra BSC I Edition, 2018 
3 Communicate with 

Confidence 
 

Diana Booher Mc-Graw-Hill Nov 2011 

Reference Books 
1 Cambridge Advanced 

Learner’s Dictionary 
Cambridge 
University Press 

CBS IV Edition, 2013 
2 A Modern Approach to 

Verbal and Non-verbal 
Reasoning 

R S Agarwal S Chand II Edition, 2018 

3 Word Power Made Easy Norman Lewis Goyal Publishers IV Edition, 2014 
4 Speak with Confidence Diana Booher Mc-Graw-Hill I Edition, 2002 
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Semester: IV 
Course Name: BIOLOGY FOR ENGINEERS 

 
Course Code 21ABE481 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1:0:0 SEE Marks 50 
Credits 01 Exam Hours 02 
Total Hours of Pedagogy  15 Total Marks 100 
 

Module – 1 BIOMOLECULES AND THEIR APPLICATIONS (QUALITATIVE): Carbohydrates (cellulose-based water filters, PHA and PLA as bioplastics), Nucleic acids (DNA 
Vaccine for Rabies and RNA vaccines for Covid19, Forensics – DNA fingerprinting), Proteins 
(Proteins as food – whey protein and meat analogs, Plant based proteins), lipids (biodiesel, cleaning 
agents/detergents), Enzymes (glucose-oxidase in biosensors, lignolytic enzyme in bio-bleaching). 

06 Hours 
 

Module – 2 
HUMAN ORGAN SYSTEMS AND BIO DESIGNS - 1 (QUALITATIVE): Brain as a CPU system (architecture, CNS and Peripheral Nervous System, signal transmission, 
EEG, Robotic arms for prosthetics. Engineering solutions for Parkinson’s disease). Eye as a 
Camera system (architecture of rod and cone cells, optical corrections, cataract, lens materials, 
bionic eye). Heart as a pump system (architecture, electrical signalling - ECG monitoring and heart 
related issues, reasons for blockages of blood vessels, design of stents, pace makers, defibrillators). 

                                                                                                    06 Hours 
 

Module – 3 
HUMAN ORGAN SYSTEMS AND BIO-DESIGNS - 2 (QUALITATIVE): Lungs as purification system (architecture, gas exchange mechanisms, spirometry, abnormal lung 
physiology - COPD, Ventilators, Heart-lung machine). Kidney as a filtration system (architecture, 
mechanism of filtration, CKD, dialysis systems). Muscular and Skeletal Systems as scaffolds 
(architecture, mechanisms, bioengineering solutions for muscular dystrophy and osteoporosis). 

06 Hours 
 

Module – 4 NATURE-BIOINSPIRED MATERIALS AND MECHANISMS (QUALITATIVE): 
Echolocation (ultrasonography, sonars), Photosynthesis (photovoltaic cells, bionic leaf). Bird 
flying (GPS and aircrafts), Lotus leaf effect (Super hydrophobic and self-cleaning surfaces), Plant 
burrs (Velcro), Shark skin (Friction reducing swim suits), Kingfisher beak (Bullet train). Human 
Blood substitutes - hemoglobin-based oxygen carriers (HBOCs) and perflourocarbons (PFCs). 

        06 Hours 
 

Module – 5 TRENDS IN BIOENGINEERING (QUALITATIVE): Bioprinting techniques and materials, 3D printing of ear, bone and skin. 3D printed foods. 
Electrical tongue and electrical nose in food science, DNA origami and Biocomputing, 
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Bioimaging and Artificial Intelligence for disease diagnosis. Self- healing Bioconcrete (based on 
bacillus spores, calcium lactate nutrients and biomineralization processes) and Bioremediation 
and Biomining via microbial surface adsorption (removal of heavy metals like Lead, Cadmium, 
Mercury, Arsenic). 

06 Hours 
 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 

CO1 Elucidate the basic biological concepts via relevant industrial applications and case studies. 
CO2 Evaluate the principles of design and development, for exploring novel bioengineering 

projects. 
CO3 Corroborate the concepts of biomimetics for specific requirements. 
CO4 Think critically towards exploring innovative biobased solutions for socially relevant 

problems. 
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Semester: IV 
Course Name: INTRODUCTION TO COMPUTER GRAPHICS 

Course Code 21AME482 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1:0:0 SEE Marks 50 
Credits 01 Exam Hours 02 
Total Number of Pedagogy Hours 15 Total Marks 100 

 
Pre-requisites:  
Mathematics – Linear algebra  
Computer fundamentals  

Module - 1 
Types and Mathematical Representation of Curves:  
Curve representation. Parametric representation of Analytic Curves: Lines, Circles, Ellipse, Bezier 
curves, B-spline curves 

03 Hours 
 

Module - 2 
Scan Conversion: Drawing Algorithms: DDA algorithm, Bresenham's integer line algorithm, 
Bresenham's circle algorithm: mid-point line and circle algorithms.  

03 Hours 
 

Module – 3 
2D Transformations: Representation of points & lines. Transformations: translation, scaling, rotation, 
reflection and concatenations. Rotation about an arbitrary point and an arbitrary line. 

03 Hours 
 

Module – 4 
Visual Realism-I: Introduction, hidden line removal, Visibility of object views, Visibility techniques: 
minimax test, Surface test, Silhouttes, Homogeneity test, Sorting, Coherence.  

03 Hours 
 

Module – 5 
Data Exchange and Animation: Evolution of data exchange, IGES, PDES. Conventional animation: 
key frame, In-betweening, Line testing, Painting, Filming. Computer animation, Entertainment and 
engineering animation.  

03 Hours 
 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Develop expertise in generation of curves.   
CO2 Apply algorithms for drawing 2D images. 
CO3 Analyze transformation on 2D images. 
CO4 Explain the projection and hidden surface removal algorithms. 
CO5 Interpret the concepts of data exchange and animation. 
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Suggested Learning Resources: 
SN Title of the Book Name of the Author/s Name of the 

Publisher 
Edition 

and Year 
Textbooks 

1 CAD/CAM Ibrahim Zeid  Tata McGraw Hill.  
2 CAD / CAM Principles and 

Applications  P N Rao  Tata McGraw-Hill  3rd 2015 
Edition, 

3 CAD/CAM/CIM  Dr. P. Radhakrishnan New Age International 
New Delhi.  3rd edition 

4 Mathematical Elements of 
Computer Graphics 

Roger Adams, J. Alan Adams Mc-Graw Hill, 2nd 
edition 

2017 
5 Computer Graphics Schaums outlines Mc-Graw Hill 2015 
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Semester: IV 
Course Name: UNIVERSAL HUMAN VALUES: UNDERSTANDING HARMONY & 

ETHICAL HUMAN CONDUCT 
 
Course Code  21UHV490 CIE Marks 50 
Teaching Hours/Week (L:T:P) 1:0:0 SEE Marks 50 
Credits 1 Exam Hours 02 
Total Number of Pedagogy Hours  15 Total Marks 100 
 

Module – 1 
Introduction to Value Education Right Understanding, Relationship and Physical Facility 
(Holistic Development and the Role of Education) Understanding Value Education, Self-
exploration as the Process for Value Education, Continuous Happiness and Prosperity – the Basic 
Human Aspirations, Happiness and Prosperity – Current Scenario, Method to Fulfil the Basic 
Human Aspirations 

03 Hours 
Module - 2 

Harmony in the Human Being 
Understanding Human being as the Co-existence of the Self and the Body, distinguishing between 
the Needs of the Self and the Body, The Body as an Instrument of the Self, Understanding Harmony 
in the Self, Harmony of the Self with the Body, Programme to ensure self-regulation and Health 

03 Hours 
Module – 3 

Harmony in the Family and Society  
Harmony in the Family – the Basic Unit of Human Interaction, 'Trust' – the Foundational Value in 
Relationship, 'Respect' – as the Right Evaluation, Other Feelings, Justice in Human-to-Human 
Relationship, Understanding Harmony in the Society, Vision for the Universal Human Order  

3-Hours 
Module – 4 Harmony in the Nature/Existence  

Understanding Harmony in the Nature, Interconnectedness, self-regulation and Mutual Fulfilment 
among the Four Orders of Nature, Realizing Existence as Co-existence at All Levels, The Holistic 
Perception of Harmony in Existence                                                                                                          

03 Hours 
Module – 5 Implications of the Holistic Understanding – a Look at Professional Ethics  Natural Acceptance of Human Values, Definitiveness of (Ethical) Human Conduct, A Basis for Humanistic Education, Humanistic Constitution and Universal Human Order, Competence in Professional Ethics Holistic Technologies, Production Systems and Management Models-Typical Case Studies, Strategies for Transition towards Value-based Life and Profession 

03 Hours 
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COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Develop personality with responsibilities and self-respect. 
CO2 Build real world skills like communication, lifelong-learning and problem-solving. 
CO3 Create harmonious relationship among faculty and students. 
CO4 Provide an organized philanthropic service to the society through activities. 
CO5 Create awareness on health, yoga, human relationships, universal peace, environment, society and 

nation. 
 
Suggested Learning Resources: 
SN Title of the Book Name of the Author/s Name of the 

Publisher Edition and Year 
Textbooks 

1 
A Foundation Course in 
Human Values and 
Professional Ethics 

R R Gaur, R Asthana, G 
P Bagaria 

Excel Books 
 

2nd Revised 
Edition New 
Delhi, 2019 

 
2 The Teachers manual 

 - - - 
Reference Books 

1 JeevanVidya: EkParichaya A Nagaraj JeevanVidyaPrakasha
n, Amarkantak        1999 

2 Human Values A.N. Tripathi New Age Intl. 
Publishers, New Delhi 2004 

3 The Story of Stuff (Book) - - - 
4 The Story of My 

Experiments with Truth 
Mohandas Karamchand 
Gandhi - - 

5 Small is Beautiful E. F Schumacher - - 
6 Slow is Beautiful  Cecile Andrews - - 
7 Economy of Permanence  J C Kumarappa - - 
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Semester: IV 
Course Name: ADDITIONAL MATHEMATICS-II 

 
Course Code 21MATDIP41 CIE Marks 100 
Teaching Hours/Week (L:T:P) 3:0:0 SEE Marks -- 
Credits 00 Exam Hours 00 
 
Pre-requisites: Differentiation, Integration, Trigonometric formulae, Differential equations. 

Module – 1 
Higher Order ODE’s 
Linear Differential equations of second and higher order equations with constant coefficients. 
Homogeneous /non-homogeneous equations. Inverse differential operators. [Particular integral 
restricted to ߶ሺݔሻ =  ݁௫ , ,ݔܽ݊݅ܵ ݕሻܦfor  ݂ሺ  ݔܽݏܥ = ߶ሺݔሻ    
Self-Study: Finding particular Integral for ߶ሺݔሻ =      ݔ 

                                                                                                   08 Hours  
 

Module - 2 
Partial Differential Equations (PDE’s): 
Formation of PDE’s by elimination of arbitrary constants and functions. Solution of 
non-homogeneous PDE by direct by integration. Homogeneous PDE involving 
derivative with respect to one independent variable only. 
Self-Study: Method of separation of variables   

                                                                                                   08 Hours  
 

Module – 3 
Laplace Transform: 
Definition, Laplace transforms of elementary functions. Laplace transform of ݁௧݂ሺݐሻ,ݐ݂ሺݐሻ (without proof). Laplace transform of Periodic functions (statement only) and Unit-step 
function- problems. 
Inverse Laplace Transform: Definition, Inverse Laplace Transform of standard functions. 
Inverse transform by Partial fraction Method. Apply the concepts of Laplace Transforms to find 
the solution of linear differential equations. 
Self-Study: Convolution Theorem    

                                                                                                   08 Hours  
 

Module – 4 
Numerical Methods:  
Solution of algebraic and transcendental equations by Newton-Raphson method and Secant 
method. 
Interpolation: Newton's Forward and Backward Interpolation formulae, Newton’s divided 
difference formula, Lagrange’s Interpolation formula-problems. 
Numerical Integration: Simpson’s 1/3rd and 3/8th rule (without proof) - problems. 
Self-Study: Weddle’s Rule 

                                       08 Hours  
 

Module – 5 
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Probability: 
Introduction, sample space and events. Axioms of probability. Addition & multiplication theorems. 
Conditional probability, Baye’s theorem. Problems. 
Self-Study: Applications Baye’s theorm       

    08 Hours  
 

 
COURSE OUTCOMES:  
At the end of the course, the student will be able to: 
CO1 Demonstrate various physical models through higher order differential equations and solve 

such linear ordinary differential equations. 
CO2 Construct a variety of partial differential equations and solution by various methods. 
CO3 Use Laplace Transform and inverse Laplace Transform in solving differential /integral 

equation arising in network analysis, control systems and other fields of engineering. 
CO4 Apply the knowledge of numerical methods in the modeling of various physical and 

engineering phenomena. 
CO5 Use the concepts of probability in different probability distribution. 

 
Suggested Learning Resources: 

SN Title of the Book Name of the 
Author/s Name of the Publisher Edition and Year 

Textbooks 
1 Higher Engineering 

Mathematics 
B.S.Grewal Khanna Publishers 43rd Ed.2015 

2 Advanced Engineering 
Mathematics 

E. Kreyszig Jhon willy & Sons 10th Ed. 
(Reprint).2016 

3 Additional Mathematics-2 Dr. Pandurangappa Sanguine Technical 
Publishers 

4Th Ed., 2019. 
 

Reference Books 
1 Higher Engineering 

Mathematics 
B.V.Ramana Tata McGraw-Hill 11th Edition.2010 
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Pedagogy / Teaching-Learning Process (which are appropriately selected):  

1. Adopt different type of teaching methods to develop the outcomes through Power-Point 
Presentation and Video demonstration or Simulations. 

2. Disquisition method for Problem Solving. 
3. Arrange visits to show the live working models other than laboratory topics. 
4. Adopt collaborative Learning (Group Learning) in the class. 
5. Adopt Problem Based Learning (PBL), which fosters students ‘Analytical skills, develop 

thinking skills such as the ability to evaluate, generalize, and analyze information. 
6. Conduct Laboratory Demonstrations and Practical Experiments to enhance experiential skills. 

 
Assessment Details for IPCC 

Continuous Internal Evaluation (CIE): CIE for the theory component of IPCC is 30 marks 
Sl. No. Components Number Weightage Max. Marks 

1 Tests (A) 3* 60% 18 
2 Alternate Assessment Tools (AAT) (B) 3-4 40% 12 
 Total Marks for theory component A+B   30 

CIE for the LAB component of IPCC: 20 marks 
Sl. No. Components Weightage Max. Marks 

1 Lab Work: Conduction of Experiments (A) 40% 08 
2 Lab Journal Writing & Submission (B) 10% 02 
3 Lab Test (C) 30% 06 
4 Open-Ended Experiments / Mini Lab Projects (D) 20% 04 

 Total Marks  20 
Final CIE Marks = CIE for theory component + CIE for Lab component 
Semester End Examination (SEE) 
SEE for IPCC Theory for 3 hours duration 

 The question paper will have ten questions. Each question is set for 20 marks. 
 There will be 2 questions from each module. Each of the two questions under a module (with 

a maximum of 3 sub-questions), should have a mix of topics under that module. 
 The students have to answer 5 full questions, selecting one full question from each module. The 

theory portion of the IPCC shall be for both CIE and SEE, whereas the practical portion will 
have a CIE component only. Questions mentioned in the SEE paper shall include questions 
from the practical component) 

 The minimum marks to be secured in CIE to appear for SEE shall be the 12 (40% of maximum 
marks-30) in the theory component and 08 (40% of maximum marks -20) in the practical 
component. The laboratory component of the IPCC shall be for CIE only. However, in SEE, 
the questions from the laboratory component shall be included. The maximum of 04/05 
questions to be set from the practical component of IPCC, the total marks of all questions should 
not be more than the 20 marks. 

 SEE will be conducted for 100 marks and students shall secure 35% of the maximum marks to 
qualify in the SEE. Marks secured will be scaled down to 50. 
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Assessment Details for PCC 
CIE: 
Tests (A): Topics taught by Lecture hours need to be assessed and this will contribute to 30 marks. 

 Components Number Weightage Max. Marks 
(i) Tests (A) 3* 60% 30 
(ii) Alternate Assessment Tools (AAT) (B) 3-4 40% 20 
 Total Marks   50 

Final CIE Marks = (A) + (B) 
 
Semester End Examination (SEE) 

Question paper pattern:  The question paper will have ten full questions carrying equal marks.  Each full question will be for 20 marks.  There will be two full questions (with a maximum of four sub- questions) from each module.  Each full question will have sub- question covering all the topics under a module.  The students will have to answer five full questions, selecting one full question from each module.  SEE will be conducted for 100 marks and students shall secure 35% of the maximum marks to 
qualify in the SEE. Marks secured will be scaled down to 50. 

 
 
ABILITY ENHANCEMENT COURSE (AEC):  
Assessment Details of CIE 
 Components Number Weightage Max. Marks 
(i) Tests (A) 3 60% 30 
(ii) Alternate Assessment Tools (AAT) (B) 3 40% 20 
 Total Marks   50 

 
Final CIE Marks = (A) + (B) 
 
Semester End Examination (SEE): SEE Guidelines for the Courses  

a. 21CIP37/47 - Constitution of India, professional Ethics and Cyber Law 
b. 21DTI39 - Design Thinking and Innovation 
c. 21SSA480 - Soft Skills and Basic Aptitude 
d. 21ABE481 - Biology for Engineers 
e. 21AME482 - Introduction to Computer Graphics 
f. 21UHV490 - Universal Human Values  

1. SEE will be conducted with common question papers for the subject.  
2. SEE Pattern will be in MCQ Model (Multiple Choice Questions) for 100 marks which 

will be scaled down to 50 marks.  
3. Duration of the examination is 02Hours 

 
FOR THE COURSES: 
  

a. 21MATDIP31 / 41 – Additional mathematics I and II 
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b. 21KSK37/47 – Samskrutika Kannada 
c. 21KBK37/47 - Balake Kannada 

Continuous Internal Evaluation (CIE): 
 Components Number Weightage Max. 

Marks 
(i) Tests (A) 3 60% 60 
(ii) Alternate Assessment Tools (AAT) (B)  3 40% 40 

 Total Marks   100 
 

Semester End Examination (SEE): There is no SEE for the above Courses  
 

Alternate Assessment Tools (AAT) 
The following are the Alternate Assessment Tools (AAT) and not limited to: Quiz, Assignments, 
Presentations, Paper Publications, MOOCs, Industrial Visits and Report Writing, Open Book, Self E-
Learning with Certifications and other cooperative and problem-based learning. 

 
Assessment Details for PRACTICAL 

Continuous Internal Evaluation (CIE) 
 Components Weightage Max. Marks 
1. Lab Work: Conduction of Experiments (A) 40% 20 
2. Lab Journal Writing & Submission (B) 10% 05 
3. Lab Test (C) 30% 15 
4. Open-Ended Experiments / Mini Lab Projects (D) 20% 10 
 Total Marks  50 

 
Semester End Examination (SEE) 
Semester end examination (SEE) will be conducted for 100 marks and proportionally reduced to 
50 marks. 
The pattern of SEE and scheme of evaluation: 

Sl. No. Components Max. Marks 
1 One Experiment from Part – A 30  
2 One Experiment from Part – B  50  
3 Viva – Voce 20  

Total 100  
 
Question paper pattern:  All the experiments are included for the external practical examination.  There will be two parts A, B one question from each section need to be answered.  Part A carries 40% and Part B carries 60%   Marks distribution: Procedure (20%) + Execution (60%) + Viva Voce (20%)  Students can pick one experiment from the questions lot prepared by the examiners. 



 

54 

 Change of experiment is allowed only once and 50% marks allotted to the procedure part to be 
made zero. 

FOR THE COURSE: 
a. 21MEL45 – Computer Aided Machine Drawing 

SEE question paper will be set for 100 marks and students shall secure 35% of the maximum marks to 
qualify in the SEE. Marks secured will be scaled down to 50.  

1. The question paper will have 4 full questions. 
a) Two full questions from Module-4 carrying 40 marks each. For each question 20 marks are 

allocated for Solution and sketching, and 20 marks for computer display and printout. 
b) Two questions from Module-5 carrying 60 marks each. For each question 20 marks are 

allocated for Solution and sketching, and 40 marks for computer display and printout.  
c) Modules 1 to 3 are for CIE component only. 

2. The students will have to answer 2 full questions, selecting one full question from each module. 
 
 



 

 

 

Department of Mechanical Engineering 

ACTION TAKEN ON STAKEHOLDERS FEEDBACK  

                                                              Employer Feedback 

As per the employer survey feedback the following are the concerns raised and 

corresponding action taken. 

1. The employer has observed the lesser industry visits and technical exposure of the 

students.  

Action report: 

     

     The institution has organized industrial visit for Mechanical students and provided real time 

technical exposure to the students. 

 

Faculty Feedback 

As per the faculty feedback the following are the concerns raised and corresponding action 

taken. 

1. One of the senior faculties has raised the concern about requirement of certain 

content in the subject Production Technology-1. The course needs to be updated 

with addition of topics like smart manufacturing, 3D printing and additive 

manufacturing during the revision of the syllabus. 

 

Action report: 

  

 The institution has added the course content on 3D printing and additive manufacturing techniques 

in the new curriculum which was effective from 2023-24. 

 

 

 



 

Graduate feedback 

As per the Graduate feedback the following are the concerns raised and corresponding 

action taken 

1. Suggested to conduct skill development training courses on design based mechanical 

software’s in the department. 

 

Action report: 

 

The institution has organized courses / trainings on CATIA, NX-11 and FMS in the department. 

 

Alumini Feedback 

As per the Alumini feedback the following are the concerns raised and corresponding 

action taken 

1. One of the alumini suggested that encourage the students to learn emerging 

technology like  additive technology and digital manufacturing 

 

Action report: 

    

The department has encouraged and students have participated additive technology and 

digital manufacturing course. 

 

 

-   
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Abstract—Wireless Sensor Networks (WSNs) are gaining 

popularity in various applications, including environmental 

monitoring, healthcare, and security surveillance. However, 

ensuring the security of WSNs is challenging due to resource 

limitations and dynamic nature of WSNs. Location-based 

security management has emerged as an effective approach to 

enhance WSN security by leveraging node location information 

to mitigate security threats. A hybrid Qlearning-PSO-AES 

technique for location-based security management in WSNs 

has been proposed in this paper. The proposed technique 

incorporates location information, dynamic trust evaluation, 

and advanced encryption algorithms to enhance WSN security. 

In this proposed work, the Qlearning algorithm is applied to 

learn the node's current state, including position and velocity, 

and to estimate trust values of nodes based on their past 

interactions. The PSO algorithm is used to determine the 

optimal placement of sensor nodes within the network, 

optimizing network lifetime, coverage, connectivity and energy 

consumption. Furthermore, the optimal solution obtained from 

PSO, represented by the best fitness value, is utilized for 

selecting encryption keys in the AES algorithm. The encryption 

keys are dynamically updated based on node movement to 

enhance WSN security. Simulation results clearly demonstrate 

that the proposed technique not only enhances the security of 

WSNs but also optimizes network performance, making it well-

suited for real-world applications in various domains. 

Keywords—wireless sensor network(WSN), Objective Function, 

Localization, Security, Particle Swarm Optimization (PSO), 

Advanced Encryption Security Algorithm(AES), Qlearning. 

I. INTRODUCTION  

WSNs consist of small, low-cost, and low-power 
independent sensor nodes that communicate with each 
other to collectively gather and process data from the 
surrounding environment [1]. The Fig.1 dipicts  the 
architecture of WSN. 

 

Fig. 1. Architecture of WSN 

Wireless sensor networks have gained significant attention 
in recent years due to their wide range of applications in 
various domains such as environmental monitoring, 
surveillance, healthcare, and industrial automation. 
Although WSNs play a crucial role in various applications, 

and their distributed and resource-constrained nature poses 
several challenges. Challenges in WSN include: Limited 
resources, Energy efficiency, Scalability, Communication 
reliability, Data aggregation and fusion, Localization and 
positioning, Network dynamics, Quality of Service (QoS) 
and integration with other networks etc. Addressing these 
challenges requires innovative solutions and careful trade-
offs to optimize performance, energy efficiency and 
security in WSNs. The proposed algorithm mainly 
concentrate on two main challenges of WSNs i.e. 
localization and security. Localization [2] is an important 
issue in WSN, and accurate localization is essential for 
many applications like target tracking, object localization, 
environment monitoring etc. that rely on precise location 
information in WSNs. Security [3] of communication in 
WSN is a critical issue that needs to be addressed. Due to 
the limited computational resources of the sensors, it is a 
challenging to implement robust encryption algorithm. 
This paper proposes a hybrid approach that combines the 
Qlearning-PSO-AES algorithms to achieve enhanced 
location based energy efficient secured communication 
over WSNs. The proposed work can be effectively used in 
certain applications within the context of Wireless Sensor 
Networks (WSNs) like Intrusion Detection Systems (IDS), 
Environmental Monitoring, Target Tracking and 
Localization, Traffic Monitoring and Control etc. Section 
II describes Related Work, section III describes Proposed 
Work, section IV describes Simulation Setup and Results.  
Followed by Conclusion, Future Scope and References at 
the end. 

II. RELATED WORK  

The relevant methods such as localization, security, and the 
Qlearning Algorithm are discussed in this section.  

A.  Localization  

The Localization algorithms [4] are of great significance 
in WSNs as they enable node positioning, coverage 
optimization, efficient geographic routing etc. Localization is 
a key issue for WSNs as it determines the location of sensor 
nodes within a particular area. It is essential for many 
applications such as target tracking, object location, 
perimeter monitoring [5] [6] etc. Localization issues in 
WSNs arise due to limited communication range, limited 
computational resources, inaccurate range measurement and 
mobility of nodes. 

 

20
23

 In
te

rn
at

io
na

l C
on

fe
re

nc
e 

on
 N

et
w

or
k,

 M
ul

tim
ed

ia
 a

nd
 In

fo
rm

at
io

n 
Te

ch
no

lo
gy

 (N
M

IT
CO

N
) |

 9
79

-8
-3

50
3-

00
82

-6
/2

3/
$3

1.
00

 ©
20

23
 IE

EE
 |

 D
O

I: 
10

.1
10

9/
N

M
IT

CO
N

58
19

6.
20

23
.1

02
75

87
4

Authorized licensed use limited to: BMS Institute of Technology. Downloaded on October 19,2023 at 05:59:35 UTC from IEEE Xplore.  Restrictions apply. 



TABLE I. COMPARISON OF VARIOUS LOCALIZATION TECHNIQUES USED IN 

SPECIFIC APPLICATION 

Methods Expenditure Accuracy 
Energy 

consumption 

Hardware 

size 

Include  GPS 
Additional 

amount 
Max Low Large 

Exclude  GPS Less Avg  Medium Small  

Centralized 
Based on 

type 
Max Low 

Based on 
type 

Decentralized 
Based on 

type 
Min  High  

Based on 
type 

AOA 
Additional 

amount 
Min  Medium Large 

TOA 
Additional 

amount 
Avg  Low Large 

RSSI Less Avg  High  Small  

PSO Less Max High  Small  

 
 Table I gives comparison of location methods that are 

currently used [7] and based on analysis, it is found that 
PSO is the best localization algorithm. PSO [8] is a 
metaheuristic algorithm used for optimization problems. It is 
used to find the optimal placement of sensor nodes in the 
network to achieve the required objectives.  
 

In WSNs, the position of a particle represents the 
location of a sensor node, and the velocity represents the 
movement of the node in the network. The fitness function 
in PSO [10] is used as optimal solution that meets the 
required objectives which is defined as a combination of 
network lifetime, coverage, connectivity, and energy 
consumption. Each particle in the swarm has a position and 
velocity in the solution space. The position of a particle 
represents a potential solution to the problem, and the 
velocity determines the direction and magnitude of the 

movement of the particle in the solution space.  

The PSO algorithm begins by randomly initializing each 
particle's position and speed in the target area. The 
algorithm then evaluates the fitness of each particle using 
the fitness function. Each particle maintains its own 
(Personal Best) pbest value, which represents the best 
objective function value or fitness achieved by that particle. 
PSO also determines gbest (Global Best), the location in the 
search space with the best objective function value or fitness 
among all the particles. The following equations are used to 
update each particle's velocity and position: 
 

v_i(t+1) = w * v_i(t) + c1 * r1 * (pbest_i - x_i(t)) + c2 * 

r2* (gbest - x_i(t))                               (1) 

 

x_i(t+1) = x_i(t) + v_i(t+1)       (2) 

Wherev_i(t) is the velocity of particle i at time t, x_i(t) is 
the position of particle i at time t, pbest_i is the best-known 
position of particle i, gbest is the best-known position among 
all particles, the inertia weight w , the acceleration constants 
c1 and c2 , and   the random numbers   r1 and r2 are in 
between 0 and 1. 

The PSO algorithm iteratively updates the position and 
velocity of each particle and hence pbest and gbest until the 
stopping criterion is met. The stopping criterion is usually 

based on a maximum number of iterations or a desired 
fitness value. 

B. Security 

With WSNs, it is very challenging to meet high-security 
requirements with constrained resources. The security issues 
include node authentication, data confidentiality, anti-
compromise and resilience against traffic analysis, Integrity, 
Availability, Privacy and physical security [9]. Addressing 
these security issues requires the use of cryptographic 
algorithms, access control mechanisms, and intrusion 
detection systems [7] [11]. 

 
Table II gives information about the comparative 

analysis of existing security mechanisms in WSN. From the 

comparative analysis it is found that the Advanced 
Encryption Standard (AES) [7] [12] is the best security 
mechanism due to its high block length and various key 
lengths. 

  
TABLE II. COMPARISON OF VARIOUS ENCRYPTION ALGORITHMS 

 
AES is a widely-used symmetric encryption algorithm 

that can be used in wireless sensor networks (WSNs) to 
provide secure communication between nodes. AES is a 
block cipher algorithm that operates on fixed-length blocks 
of data, with a block size of 128 bits. In AES, the encryption 
and decryption keys are the same. The key size can be 128, 
192, or 256 bits. The strength of encryption increases with 
key size.AES is considered a secure encryption algorithm 
for WSNs because it provides strong encryption with a 
relatively low computational overhead. This is important for 
resource-constrained WSN nodes, which may have limited 
processing power, memory, and battery life. 

C. Qlearning Algorithm 

In this proposed work, the Qlearning is used to learn the 
best action (velocity) for each state (position + velocity) in 
the PSO algorithm and Q-learning also estimate trust values 
of nodes based on their past interactions. Qlearning [13] is a 
model-free reinforcement learning algorithm that enables an 
agent to learn an optimal policy in a Markov Decision 
Process (MDP) through trial and error. It is based on the 
concept of estimating the value of state-action pairs, known 
as Q-values, and updating the iteratively based on observed 
rewards [14]. In Qlearning, the agent engages with 
environment by taking actions & receiving rewards. The 
agent's goal is to learn the optimal policy that maximizes the 
cumulative rewards over time. The Q-values represent the 
expected return for taking a particular action in a specific 
state. The Qlearning algorithm [15] iteratively updates the Q-
values using the following update rule. 

Q(s, a) = (1 - α) * Q(s, a) + α * (r + γ * max(Q(s', a'))      (3) 

Encryption 

algorithms 

Release 

Date 

Block 

length 

(bit) 

Key length(bit) 
N0. of 

cycles 

XXTEA 1998 64 128 32 

SAFER K-64 1993 64 64 6,10 

DES 1977 64 56 16 

AES 2002 128 128,192,256 10,1214 
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In the above equation 

1. Q(s, a) represents the Q-value of taking action a in state s. 

2. α (alpha) is the learning rate, which controls the weight 

given to the new information compared to the existing 

Q-values. 

3. r is the immediate reward obtained after taking action a in 

state s. 

4. γ (gamma) is the discount factor that determines the 

importance of future rewards compared to immediate 

rewards. 

5. Max (Q(s', a')) denotes the maximum Q-value achievable 

for the action a' in the next state s'. 

 
The Qlearning algorithm starts with initializing the Q-values 
arbitrarily or with some predefined values. Then, it 
repeatedly interacts with the environment, observes the 
current state, takes an action based on an exploration-
exploitation strategy (e.g., epsilon-greedy), receives a 
reward, and transitions to the next state. After each 
transition, the Q-values are updated using the update rule. 
Over time, as the agent explores the environment and 
accumulates experience, the Q-values gradually converge 
towards the optimal Q-values, which correspond to the 
optimal policy. The agent learns to choose actions that 
maximize the expected cumulative rewards, balancing 
between exploration (trying new actions) and exploitation 
(choosing actions with high Q-values). 

III.  PROPOSED WORK 

Lack of adaptability, insufficient exploration and 
exploitation, lack of security and limited trust management 
are some of the limitations of existing   models. Majority of 
these limitations are addressed in this proposed work. The 
proposed hybrid Qlearning-PSO-AES key management 
technique for location-based security management in WSNs 
integrates the Qlearning algorithm, Particle Swarm 
Optimization (PSO) algorithm and Advanced Encryption 
Standard (AES) algorithm. The proposed work involves 
incremental way of development with two stages. In the first 
stage hybrid PSO-AES algorithm is implemented and 
Qlearning-PSO-AES algorithm in the second stage. 

A. Hybrid PSO-AES  

In the first stage, PSO mechanism is used to find the 
optimal placement of sensor nodes in the network to 
optimize the network lifetime, coverage, connectivity, and 
energy consumption. Additionally, the optimal solution 
obtained from PSO, represented by the global best fitness 
value (gbest), is utilized for selecting encryption keys for the 
AES algorithm and the key is updated dynamically as per the 
node movement to enhance the security of the WSN. The 
proposed hybrid encryption scheme provides several 
benefits. Firstly, the use of PSO is to generate the AES key 
to provide a more secure key that is harder to crack. 
Secondly, the PSO algorithm can optimize the key 
generation process, reducing the computational overhead 
associated with generating keys. Finally, the AES provides a 

highest level of security and efficiency, ensuring that the data 
is securely transmitted over the network. 

B. Qlearning-PSO-AES  

 In this stage Qlearning mechanism is applied to the 
above Hybrid PSO-AES algorithm. Qlearning algorithm, a 
reinforcement learning technique, enables sensor nodes to 
learn from their interactions with the environment and make 
informed decisions, leading to improved performance and 
convergence towards better solutions. 
Fig.2 depicts the flowchart for implementing the proposed 
Qlearning-PSO-AES algorithm. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.  Flow diagram of QLearning-PSO-AES 

The Qlearning-PSO-AES mechanism consists of the 
following steps: 

 
i. Define the problem for the required WSN Application. 

YES 
 

Initialize the required parameters. 
 (i.e. max no. of  nodes, iterations, pbest,trust 

score,gbest, target area) 
)  

Update position, velocities & trust score 

using Qlearning 

Start  

Generate objective function related to the application 

Find fitness of each node (pbest) 

Is 

iteration>max 
iteration? 

No

Calculate the best fitness (gbest) among all 
the nodes in the targeted area 

 

Stop 
 

Use AES algorithm to encrypt/decrypt data 

Generate an encryption key using gbest 

and trust score 
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ii. Define the objective function based on problem defined 
keeping in view on mainly minimizing Energy 
Consumption and maximizing coverage area. 

iii.  Initialization. 

• Number of Nodes. 
• Maximum number of iterations. 

• pbest, gbest  &Trust score 
• Lower bound & Upper bound of simulation area 

iv. Find the fitness value(pbest) of each node using objective 
function  

v. Calculate the gbest (position & fitness) using PSO 
Algorithm that gives the position in the search space that 
has the best objective function value among all the nodes 
in the targeted area 

vi. Generate an encryption key using gbest  and     trust score 
vii. Use AES algorithm to encrypt/decrypt data using trust 

key. 
viii. Using  Q-learning mechanism, update the velocity, 

position and trust score  of each node to move towards 
gbest position 

ix. Repeat steps iv to vii till the completion of all the 
iterations/Maximum number of Nodes. 

IV. RESULTS AND DISCUSSION  

Simulations were performed using python IDE (Pycharm) to 
evaluate the performance of the proposed algorithm 
.Simulations are run using different parameter settings that 
leads to the optimal solution. The simulation parameters 
provided in Table III define the specific characteristics and 
constraints of the wireless sensor network (WSN) for the 
proposed Qlearning-PSO-AES algorithm. The learning rate 
(Alpha) determines the impact of new information on the Q-
values, the discount factor (Gamma) influences the 
importance of future rewards, and the exploration rate 
(Epsilon) controls the balance between exploration and 
exploitation in the Q-learning process. The cognitive 
constant (C1), social constant (C2), inertia weight (W), and 
random numbers (r1, r2) are used to influence the velocity 
update and exploration-exploitation trade-off during 
optimization. By configuring these parameters, the algorithm 
is evaluated under different scenarios and conditions to 
assess its performance and effectiveness in optimizing 
WSNs. 

A. Simulation Parameters  

TABLE III: Simulation Parameters 
 

Target Area 100m*100m 

Sensor Nodes 10,20,30,40,50,60 

Maximum Iterations, 100,150,200,250,300,350 

Learning Rate (Alpha) 0.1 

Discount Factor (Gamma) 0.9 

Exploration Rate (Epsilon) 0.1 

Transmission range 10m 

Energy Threshold. 5J 

Data packet 1024 bits 

Transmission energy 0.1J 

Receiving energy 0.1J 

Idle energy 0.05J 

Encryption Key Size 256 

C1(Cognitive constant) 1 

C2(Social constant) 1 

W 0.5 

r1,r2 Random number between  0 to 1 

 
In this proposed approach simulations are carried out by 
varying the number of nodes from 10-60 to verify the ability 
to handle computational complexity. In order to improve 
performance, simulations are also run with iterations ranging 
from 100 to 350.   

B. Results& Analysis  

Simulation results are analyzed to understand the 
performance of the proposed approach using the following 
performance metrics. 

• Scalability: It refers to the ability of the proposed 

algorithm   to handle increasing amounts of data without 

significant performance degradation. 

• Convergence speed: It indicates how quickly the 

algorithm reaches a desired or optimal solution. 

• Energy consumption: The total energy utilized in 

computational and communication process while 

obtaining the desired solution 

• Efficiency: It is a measure of how well it balances the 

trade-off between solution quality, convergence speed, 

computational complexity, and scalability. 

 

The results obtained by varying number of nodes from 10 

to 60 are shown in Fig 3 to Fig 6. 

 

Fig.3. Number of Nodes v/s Convergence speed  
 

Qlearning-PSO-AES algorithm performs better over PSO-
AES in terms of efficiency, scalability and convergence 
speed because Qlearning enhances the optimization process 
by incorporating reinforcement learning techniques. 
Qlearning-PSO-AES consumes comparatively more energy 
as it involves complex computations due to the integration of 
PSO, AES and Qlearning techniques. As number of nodes 
increases efficiency, energy consumed increases where as   
convergence speed and scalability decreases due to several 
factors like increased communication overhead, resource 
constraints, and limited global knowledge, synchronization 
and coordination challenges. With increasing nodes, the Q-
table that stores the Q-values may become larger and more 
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complex, requiring additional memory and computational 
resources. 
 

 
Fig. 4. Number of Nodes v/s Energy consumed 

  
Fig.5. Number of Nodes v/s Efficiency  

 
Fig.6.Number of Nodes v/s Scalability  

 

 

 The results obtained the by varying iterations from 100 to 
350 are shown in Fig 7 to Fig 10. 

 

Fig.7. Number of Iterations v/s Convergence speed  

 

Fig.8. Number of Iterations v/s Efficiency   

 

Fig.9. Number of Iterations v/s Scalability 
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Fig.10.Number of Iterations v/s Energy consumed  
 

Qlearning-PSO-AES algorithm enables sensor nodes to learn 
from their interactions with the environment and make 
informed decisions, leading to improved performance and 
convergence towards better solutions compared to hybrid 
PSO-AES algorithm. With increasing number of iterations 
efficiency increases and Convergence speed decreases 
because more iteration allows the algorithm to converge 
towards a better solution or optimize its performance. 
Scalability decreases and energy consumption increases due 
to factors such as the communication overhead, 
computational complexity and resource constraints.  

V. CONCLUSION AND FUTURE SCOPE  

 
The proposed hybrid Qlearning-PSO-AES key 

management technique for location-based security 
management in Wireless Sensor Networks (WSNs) 
leverages the strengths of Qlearning, Particle Swarm 
Optimization and Advanced Encryption Standard algorithm.  
By combining these three techniques, the Qlearning-PSO-
AES algorithm addresses some limitations of existing 
approaches and offers several benefits. It provides a more 
efficient and robust optimization process, allowing WSNs to 
achieve better performance in terms of energy efficiency, 
coverage, and network lifetime. Moreover, the algorithm 
enhances the security of data transmission by protecting 
sensitive information from unauthorized access. The results 
demonstrated that this approach achieves better security and 
energy efficiency. 

Trust management is an essential aspect of WSNs 
to ensure the reliability of data and nodes. Qlearning-PSO-
AES does not explicitly address trust management, which 
can be crucial in WSNs to detect and mitigate malicious or 
compromised nodes.  This work can be enhanced further by 
incorporating trust management mechanisms into 
Qlearning-PSO-AES algorithm to support trustworthiness of 
the system. 
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Abstract – The largest and most vital part of the human body is skin and any change in the features of skin is termed as a skin lesion. 
The paper considers granular parakeratosis lesion that is an epidermal reaction occurring due to the disorder of keratinization, and 
mainly seen in intertriginous areas. The manual inspection of the lesion features is a bit cumbersome due to which an automated 
system is proposed in this paper. The main goal is to determine the size and depth of granular parakeratosis lesions using the proposed 
ensemble algorithm, partition clustering and region properties method. As a flow of the proposed model, segmentation is done using 
U-net with binary cross entropy, features are extracted using partition clustering and region properties method, and classification is 
done using SVM 10-fold model. The proposed feature extraction method estimates the depth and absolute size of K lesions in each image 
by predicting the absolute height and width of the lesion in terms of pixel square. After extracting the features, classification is done, 
thereby obtaining an accuracy of 95%, sensitivity and specificity of 100%. The proposed model provides better performance compared 
to state-of-the-art models. The main application of this automated system is in dermatology field where some skin lesions have same 
features which makes the experts to diagnose the disease incorrectly. If the proposed system is incorporated, diagnosis can be done in an 
effective manner considering all the relevant features.

Keywords: U-net with Binary Cross Entropy, Partition Clustering, Region Properties, Depth and Absolute Size, SVM 10-fold 

1. INTRODUCTION

Granular parakeratosis appears as red or brown hy-
perkeratotic papules or plaques in intertriginous areas. 
Patients of various ages have been diagnosed with the 
illness, and is more common in women than in men [1]. 
Granular parakeratosis was once assumed to be a con-
tact dermatitis caused by hygiene products like deodor-
ants and antiperspirants; however, cases have been doc-
umented even without the application of any personal 
hygiene products in the affected areas, ruling out con-
tact dermatitis as the cause [2]. Other intertriginous and 
non-intertriginous body parts, such as the face, have 
also been reported to develop granular parakeratosis.

Volume 13, Number 8, 2022

As described above, Granular parakeratosis is a type of 
skin disease. For the diagnosis of such type of diseases, 
most of the dermatologists rely on traditional methods. 
Though these methods have shown improved perfor-
mance, they are still not feasible for a variety of factors 
such as a large number of patients, infrastructure, tech-
nical equipment, etc. Further, granular parakeratosis 
shares many of the characteristics of benign lesions in 
its early stages, making it difficult to distinguish. Experts 
find it difficult to detect the disease with the naked eye. 
Also, the diagnosis process is quite challenging as the 
analysis depends on the clinical expertise of the experts.

Dr Sheetal J
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To overcome this problem, there is a requirement of 
an automated system that can adapt to technological 
advancements in the discipline of dermoscopy and 
assist specialists in detecting lesions accurately and 
giving a better path to diagnosis. Computer-aided di-
agnosis (CAD) systems use a variety of machine learn-
ing techniques for extracting the features from a given 
lesion dataset. Several texture analysis techniques like 
Principal Component Analysis (PCA) and Gray-Level 
Co-Occurrence Matrix (GLCM) have recently been pre-
sented in this arena, and their models have gained 
widespread acceptance for feature extraction, result-
ing in enhanced classification [3]. These techniques 
adopt dermoscopic images and are able to detect the 
most required features of the affected area.

“The malignant and benign lesions are classified us-
ing several feature extraction algorithms such as the 
ABCD rule, the seven-point checklist method, three-
point checklist, and CASH algorithm. The ABCDE rule 
(Asymmetry, Border, Color, Diameter, Evolve), the 
7-point checklist, and the Menzies technique are three 
clinical diagnosis methods used by dermatologists to 
distinguish melanoma from nevus [4]. These feature 
extraction techniques are dependent on lesion color, 
shape, geometry, texture, and structure [5]. An impor-
tant screening tool for the detection of melanoma with 
accurate sensitivity and specificity is ABCD [6]”.

Feature extraction is regarded as a necessary tool for 
properly analysing an image. Many authors explored a 
variety of features for classification as explained above; 
however none of them properly distinguish benign 
and malignant lesions. Several lesion extraction tech-
niques have been developed in the past to aid special-
ists in finding the lesions automatically. However, due 
to variations in shapes and sizes, extracting the fea-
tures from dermoscopic lesions is a hard task since it 
results in inaccurate extraction and increases the com-
putational time. To tackle the aforementioned hurdles 
for more accurate lesion extraction, a new technique 
for extracting the features from lesion is created.

The novelty of the proposed work lies in feature ex-
traction that is described as follows: 

•	 In this paper, different digital images of paraker-
atosis have been analyzed. 

•	 Initially, U-net with binary cross entropy tech-
nique is applied to segment the dataset, fol-
lowed by which features (size and depth) of the 
segmented lesion are extracted using the region 
properties method, and finally classification of 
the lesion into starting or later stage is done us-
ing the SVM 10-fold validation model. 

•	 Following that, a thorough discussion based on 
the findings is presented.

The paper comprises four sections, starting with the 
literature review, where a brief overview of the existing 
literature is presented. Next, the proposed methodol-

ogy section describes the system architecture and the 
method implemented. The results and discussion sec-
tion gives the results obtained from the experiments 
and discussions on them, and eventually, the final sec-
tion concludes the paper. 

2. LITERATURE REVIEW 

Feature selection is a technique used in both ma-
chine learning and statistical pattern recognition. This 
is crucial in a variety of applications, including classi-
fication. Many methods for detecting melanoma have 
been reported in the last decade [7], [8]. Some of these 
attempts were to imitate dermatologists' performance 
by extracting and detecting most dermoscopic struc-
tures, such as pigment networks, irregular streaks, 
granularities, blotches, etc. Many studies utilised global 
approaches to classify skin lesions, whereas others em-
ployed local ones [9]. Several feature extraction tech-
niques for various types of skin lesions investigated so 
far are described.

Features, which are retrieved using local, global, 
or local–global scenarios, play an important part in 
classification. For melanoma detection using dermo-
scopic pictures, Barata et al. [10]  used a local–global 
technique. Local methods were employed to extract 
features using bag-of-words, whereas global methods 
were studied for skin lesions categorization in terms of 
higher sensitivity and specificity, with encouraging re-
sults.

The author of [11] suggested an entropy-controlled 
neighbourhood component analysis paradigm for 
most discriminant feature selection and dimensional-
ity reduction (ECNCA). A model for lesion classification 
is also proposed that leverages deep feature informa-
tion to build the best discriminant feature vector. The 
ECNCA framework improves fused characteristics by 
removing the duplicate and superfluous data and se-
lecting the most important components. After the ap-
plication of the proposed feature framework, the clas-
sification is done by testing on four datasets: PH2, ISIC 
MSK, ISIC UDA, and ISBI-2017, leading to an accuracy 
of 98.8%, 99.2%, 97.1%, and 95.9%, respectively. The 
drawback of the method is that it is applicable only to 
a limited dataset.

The article [12] proposed a diagnosis guided feature 
fusion (DGFF) that uses lesion information from the mel-
anoma to improve skin lesion segmentation pixel-wise 
classification performance. It creates feature representa-
tions that distinguish between melanoma and non-mel-
anoma lesions and also improves the network's ability 
to recognise various sorts of skin lesions using dermo-
scopic images. The extracted features are fed into the 
pixel-wise classification task, leading to an accuracy of 
88.2%, a sensitivity of 63.3%, and a specificity of 94.2%. 
This method has the limitation of not considering some 
of the dermoscopic images that contain redness around 
the lesion area and black spots in an image.
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The framework of [13] proposes the Self-supervised 
Topology Clustering Network (STCN) to segment the 
skin images automatically. The STCN consists of a trans-
formation-invariant network that comprises a feature 
extraction function, a self-expression function, and a 
self-supervision deep topology clustering algorithm. 
The main goal is to determine the appearance char-
acteristics and keep them consistent across multiple 
variations. These features will further be automatically 
partitioned into groups using the Deep Topology Clus-
tering (DTC) algorithm, which will be used to construct 
pseudo labels for skin images. Finally, the DTC module 
is used as the self-supervision component to train a 
classification network using the estimated annotations. 
But the model is unable to use hand-craft features due 
to which the required information will be ignored.

To investigate the textural complexity of a skin le-
sion, a fractal-based regional texture analysis (FRTA) 
technique was created. FRTA separated the lesion area 
into smaller subregions based on textural complexity. 
Successful feature extraction from dermoscopic im-
ages has been achieved using a fractal-based border 
irregularity measurement and regional texture analy-
sis technique. The performance of classification is in-
creased when the Support Vector Machine (SVM) re-
cursive feature elimination (RFE) technique is applied 
before each stage of the layered structured model [14], 
but the difficult cases present in an image cannot be 
classified correctly.

The labels are defined as a method of grouping items 
into clusters in which objects in one cluster are almost 
identical and objects in other clusters are significantly 
different. Clustering's main purpose is to extract sets of 
patterns, points, or objects from natural groupings [15]. 
Clusters of various forms and densities are determined 
using the MDCUT algorithm (Multi-Density ClUsTering) 
[16]. It is a density based clustering algorithm that can 
handle noisy data and discover neighbouring and im-
bricated clusters. The drawback is that only a few pre-
processing methods are applied to the dataset.

Trabelsi et al. [17] used a variety of clustering tech-
niques, including fuzzy c-means, modified fuzzy c-
means, and K-means, to segment a skin disease with 
an 83% true positive rate. The clustering algorithms de-
pend on the identification of a centroid that can gen-
eralise a cluster of data. However, the performance of 
these algorithms degrades with the presence of noisy 
data and outliers.

Method Major contributions Limitations

ECNCA Improves fused 
characteristics

Works only for Small 
dataset

DGFF Improves pixel-wise 
classification performance

Doesn’t consider black 
spots in an image

STCN Determines  the appearance 
characteristics

Ignores the required 
information

FRTA Improves the performance Difficult cases are ignored

Table 1.: Overview of the literature

According to literature, there are various problems 
with successful feature extraction. The proposed inte-
grated system plays a significant role in overcoming the 
obstacles of accurate disease diagnosis based on visual 
and simulated evaluation by measuring the effective fea-
tures and diagnosing the disease with a higher degree 
of accuracy. The proposed method employs the con-
junction of clustering and region properties methods to 
overcome these. The suggested approach extracts the 
size and depth of lesions in an image by applying several 
morphological functions to the given dataset.

3. PROPOSED METHODOLOGY 

3.1. FEATurE ExTrACTIon 

"Relevant information for accomplishing the com-
puting tasks associated with a certain application" is 
defined as a feature. There are two types of features: 
local ones and global ones [18]. In order to build a clas-
sification rule, a collection of numerical criteria that 
describe the object or phenomena seen (supervised or 
not) is described. Several feature extraction algorithms 
have been developed, each with their own set of prin-
ciples [19]. Here, a feed-form method of partition clus-
tering and the region properties method are proposed.

3.2 SySTEM ArCHITECTurE

The architecture of the proposed system is shown in 
figure 1. To begin, 224x224 lesion images are acquired, 
segmentation is performed using the U-net method, 
followed by watershed-based separation of lesions 
(formation of clusters), then, extracting the features us-
ing regionprop and finally, classification is done using 
SVM 10-fold model.

If features extracted from the lesion are efficient, it can 
lead to a better classification of granular parakeratosis. 
Here, the parakeratosis image consists of several lesions 
that can be easily identified by labeling the lesions and 
then determine the width, height, and depth of a lesion. 
The detailed steps of pre-processing and feature extrac-
tion using clustering and region properties are shown 
in figure 2. Some transformations like thresholding and 
morphology are applied to the clustered lesion to ex-
tract the most descriptive set of features. Using the re-
gionprops approach, the size and depth of the clustered 
lesions obtained in figure 1 are extracted. 

The proposed feature extraction method, being an 
unsupervised one, extracts the size and depth of a le-
sion in the following manner: 

•	 Morphology pre-processing techniques remove 
any small objects and holes in the image.

•	 The touching cells in an image can be effectively 
separated using distance transform and thresh-
olding. Thus, leading to the separation of lesions 
and non-lesions, followed by which a number of 
clusters of lesions are created.

Volume 13, Number 8, 2022
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•	 Different lesions in the clusters are labeled, after 
which watershed filling is applied. For each label, 
the size and depth of the lesion is extracted us-
ing the regionprops method of skimage.

3.3 CLuSTErInG

One of the most prominent approaches for skin dis-
ease segmentation and classification is the clustering 
algorithm. Clustering, often known as cluster analysis, 
is a machine learning technique for organizing un-
labeled data. It is defined as "grouping similar data 
points into different clusters”. Clustering is a form of 
unsupervised learning that works with unlabeled data. 
The advantage of clustering algorithms is that they are 
flexible, easy to implement, and can generalize fea-
tures having a similar statistical variance. Here, lesions 
in a group have possible similarities and have fewer or no 
similarities with another group.

Partition Clustering

It's a type of clustering in which data is split into non-
hierarchical groups. This strategy is also known as the 
centroid-based method [20]. In this type, the dataset 
is divided into K groups, with K denoting the number 

of pre-defined groups. The cluster centre is designed in 
such a way that the distance between one cluster data 
point is the smallest when compared to the cluster cen-
troid of the other cluster.

The type of clustering used in the implementation 
is partitioning clustering. The patterns like size and 
depth of lesions are considered, and the data points 
having the same size and depth are formed into a 
cluster (group). After the application of the clustering 
technique, each cluster is provided with a cluster ID (or 
label id) and the area and depth of each cluster (lesion) 
are found.

 Mathematical analysis involved 
in the partition clustering

An image can be partitioned into K clusters such 
that the total of Manhattan distances (L1) between lo-
cations and the cluster's centre is kept to a minimum. 
Then, the sum of L1 absolute errors (SAE) can be mini-
mised by using the following equation 1.

where distL1
 is L1 distance, Ci is the ith cluster, x is a point 

in Ci, and ci is the ith cluster average.

(1)

Fig. 1. Proposed system architecture

Fig. 2. Feature extraction using clustering
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3.4 Dataset 

To test the proposed methodology, publicly available 
DermnetNZ and DermIS datasets are chosen [21], [22]. 
These datasets consist of several RGB images of gran-
ular parakeratosis and is partitioned into two classes, 
starting stage and later stage wherein 79 samples are 
considered for each class. For the implementation of 
size and depth features, the OpenCV library and the 
python machine learning package, Scikit-learn library, 
are adapted. All the experiments are run on a Windows 
10 system with an i5 processor. Figure 3 shows some of 
the sample images of granular parakeratosis.

Fig. 3. Samples of granular parakeratosis

3.5 Implementation 

The given skin image undergoes several steps like 
normalization, clustering (form the clusters of skin le-
sion), extract the size and depth features, and pass 
them to the classification model.

In this section, the implementation of the distance 
transform, watershed, and clustering algorithms for 
extracting the features from the granular parakeratosis 
dataset is described. The model is trained on 79 der-
moscopy images.

The below mentioned algorithm describes the gen-
eralised steps incorporated by the proposed model:

Step 1: Initially, import the libraries required for 
feature extraction

Step 2: Then, read an image by defining pixel size 

Step 3: Perform segmentation using the U-net 
model. The result of the U-net model is 
transformed to  binary image (threshold 
image to separate lesion boundaries) using 
Otsu thresholding

Step 4: Watershed based separation of lesions: 
Apply morphological functions to enhance 
the boundaries and create a mask

Step 5: Label the lesions in an image

Step 6: Extract the size and depth of each lesion 
using regionprops method

Step 7: Output results into a csv file

A detailed description of the flow of the implementa-
tion is as follows:

1. Initially, segmentation is done using the encod-
er-decoder process of the U-net model with bi-
nary cross entropy as a loss function. The main 
aim of choosing binary cross entropy is to mi-
nimise the loss so as to improve performance of 
the model. A 224x224 image is passed into the 

network for which 32 filters are applied. Then, 
it gets converted into 112x112x64, 56x56x128, 
28x28x256, 14x14x512, and 7x7x1024 as it pass-
es through different levels of the network. In 
the decoder path, each level concatenates with 
the corresponding level in the encoder path, 
leading to a 7x7x1024, 14x14x512, 28x28x256, 
56x56x128, 112x112x64, and 224x224x32 im-
age. To this image, the last layer with a filter of 
size 1x1 and a sigmoid activation function is ap-
plied, generating 224x224x1 segmented-image.

2. Otsu thresholding: It is an auto-thresholding tech-
nique that automatically calculates a threshold 
value for a binary image. The flags cv2.THRESH_
BINARY & cv2.THRESH_OTSU are passed as pa-
rameters to the cv2.threshold() function with the 
threshold value set as zero. The main goal of Otsu’s 
approach is to minimise the variance by choosing 
the correct value for the threshold. If it is chosen 
wrong, the variance of one or more classes will be 
significant. Thus, to get the total variance, add all 
the within-class and between-class variances to-
gether as shown in equation 

(2)

and

probabilities of the classes 
divided by threshold t (0-255)

class ith mean

3. Morphological transformations are straightfor-
ward operations that are usually applied to binary 
images. OpenCV's morphologyEx() function is as 
follows:

•	 Morphological transformations are simple pro-
cedures done on images depending on their 
shape to remove noise, small holes in fore-
ground objects, and so on. Erosion, dilation, 
opening, and closing are some of the morpho-
logical operations. In implementation part, after 
otsu thresholding, opening morphology is done. 
To execute opening morphological procedures 
on a given image, the MORPH_OPEN operation 
in the morphologyEx() method is used.

4. To extract the exact lesion in an image, a distance 
transform followed by a threshold is applied [23]. 
The distance transform function calculates the 
approximate distance from every pixel in the 
image to the zero pixel. For zero pixels, it will 
be zero. Out of several distance types available, 
DIST_L2 is chosen which runs the linear-time 
algorithm. This algorithm  makes use of squared 
Euclidean (or quadratic) distance described as 
follows. Let G stand for regular grid and f :G →R be 
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a grid function where R is the range of distance 
function d. The distance transform of f is defined 
by equation 3.

(3)

where d(p, q) is a distance measure between p 
and q. A point q that is close to p and with a small 
f(q) is discovered for each point p.

Let G = {0, . . . , n − 1} be a one dimensional 
grid, and f :G →R an arbitrary grid function. 
The squared Euclidean (or quadratic) distance 
transform of f is described by equation 4.

5. The non-lesion area can be found by applying 
dilation to the result obtained in the previous step. 
To determine the area which is not sure of a lesion 
or non-lesion (also called boundaries or border of 
lesion, where lesion and non-lesion touch each 
other), watershed algorithm is applied.

6. A watershed is a transition defined on a grayscale 
image. This technique aids in the detection of 
touching and overlapping lesions in an image. 
The watershed algorithm extracts the completely 
lesion area and the completely non-lesion area, 
leading to the creation of clusters. Several clusters 
of lesions are identified and then markers are ap-
plied to detect the exact boundaries (labeling). 
These markers assign positive numbers to com-
pletely lesion and non-lesion areas and zero to 
the area that is not sure to be lesion or non-lesion 
using cv2.connectedComponents(). Finally, af-
ter labelling the regions, apply the watershed al-
gorithm for filling.

7. After identifying labelled lesions in an image, the 
features of these lesions can be determined using 
the regionprops() module of the skimage library. 
The size and depth of lesions in an image are 
calculated by measuring the cluster's height and 
width in pixel square.

8. The features obtained are then given as an input 
to the SVM 10 fold cross validation model. The 
reason for chosing SVM is that it finds the best 
separator to differentiate the classes. Thus, SVM 
serves as a binary classifier. Here, it classifies the 
lesions into starting stage or later stage. In SVM 
10 fold model, 224x224 images from which the 
features extracted using the region properties 
technique are input into the SVM classifier with 
hinge loss and linear activation function. Hinge 
loss is a function that is mainly used to train the 
SVM classifier. The linear activation function 
decides the output of the model and when 
associated with neurons, it decides whether a 
neuron should be activated or not depending 
on the input provided. The output of this SVM 

(4)

classifier is then fed into the 10 fold validation 
model wherein the model is trained on one 
partition and evaluated on other nine partitions, 
thereby increasing an accuracy to 95%, sensitivity 
to 100% and specificity to 100%. The output of 
classification is shown in figure 4.

Fig. 4. Classification of granular parakeratosis into 
starting or later stage

4. RESULTS AND DISCUSSION

4.1 QuAnTITATIvE EvALuATIon 

The model is evaluated quantitatively using accuracy, 
sensitivity, and specificity metrics. This is computed as

Abbreviations: TP - True Positive, TN - True Negative, 
FP -False Positive and FN - False Negative

4.2 AnALySIS

The size and depth of the lesion (segmented object) 
are determined in the model. Figure 5 shows the sam-
ples of original image, an overlay on the original image, 
a segmented image, and the size and depth extracted 
from the lesions of sample images. The results obtained 
for other images are shown in Table 2. The table shows 
that for each image, different lesions are identified and 
labeled with a unique number. For each label, the area 
and depth of the lesion are found. For example, the first 
four rows (excluding the heading) of the table corre-
spond to an image, images.bmp. This image consists 
of four lesions identified by lesion numbers 1, 2, 3, and 
4 (second column). For each of these lesions, an area 
and depth are computed. The same thing is repeated 
for the other images in the dataset (from the fifth row).
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Fig. 5. Original image, overlay image, segmented 
image and features extracted

Image name

Le
si

on
#

Area Depth

images.bmp 1 4242.5 1615.297

images.bmp 2 3012.75 651.996

images.bmp 3 1606.75 562.127

images.bmp 4 3182.75 678.1737

download.bmp 1 7862.25 1075.53

download.bmp 2 3377.25 695.0376

download.bmp 3 947.25 390.4924

Axillary Granulary Parakeratosis.bmp 1 2846.5465 1207.022

Axillary Granulary Parakeratosis.bmp 2 8344 1199.578

Axillary Granulary Parakeratosis.bmp 3 934.5 313.2203

Axillary-Granular-Parakeratosis-1.bmp 1 6636.25 1308.71

Axillary-Granular-Parakeratosis-1.bmp 2 1522.75 479.2031

Axillary-Granular-Parakeratosis-1.bmp 3 1146 419.2386

Axillary-Granular-Parakeratosis-1.bmp 4 111.25 89.25483

Axillary-Granular-Parakeratosis-1.bmp 5 101.25 114.1604

Axillary-Granular-Parakeratosis-1.bmp 6 91 104.332

Axillary-Granular-Parakeratosis-1.bmp 7 140.75 119.1665

Axillary-Granular-Parakeratosis-1.bmp 8 41.25 59.35534

Axillary-Granular-Parakeratosis-1.bmp 9 280.5 171.3797

Axillary-Granular-Parakeratosis-1.bmp 10 26 47.83452

Axillary-Granular-Parakeratosis-1.bmp 11 172.25 137.3026

Axillary-Granular-Parakeratosis-1.bmp 12 136.5 121.3026

Axillary-Granular-Parakeratosis-1.bmp 13 53.75 95.01219

Axillary-Granular-Parakeratosis-1.bmp 14 67.25 73.39697

Axillary-Granular-Parakeratosis-1.bmp 15 207.25 144.6518

Axillary-Granular-Parakeratosis-1.bmp 16 16.5 33.14214

Axillary-Granular-Parakeratosis-1.bmp 17 270.5 196.5097

Table 2. Simulation results of the model

Experiment shows that the proposed strategy pro-
duces good results. The performance of the proposed 
model provides a better result compared to the state-
of-art methods. After the application of the partition 
clustering and region properties method to the given 

dataset, the output is fed to SVM 10-fold model that 
achieved an accuracy of 95%, a sensitivity of 100% and 
a specificity of 100%. The performance of each fold in 
10-fold model is presented in table 3.

Table 3. Fold-wise performance of 10-fold

Fold Accuracy Sensitiviy Specificity

1 95 99.99 99.99

2 94.99 99.99 100

3 94.99 99.98 99.98

4 95 100 99.99

5 94.99 100 100

6 95 99.99 100

7 94.99 100 99.99

8 95 100 100

9 95 100 100

10 95 100 100

Average 94.99 99.99 99.99

Table 4 shows the performance of the existing mod-
els and compares them with the proposed model after 
feature extraction.

Table 4. Comparison of the proposed method to 
state-of-the-art techniques in terms of classification 

performance

Model Feature 
extracted Accuracy Sensitivity Specificity

Morphological 
geodesic 

active contour 
[24]

Color 94.59 91.72 97.99

Fuzzy 
clustering [25]

Area, 
perimeter, 

and 
centroid

97.6 96.82 96.94

Scattered 
Wavelet 

Transform[26]

Hand-
crafted 
features

93.14 - -

Stationary 
Wavelet 

Transform[27]
Entropy 91.5 90 93

RESNET-50 [28] Contrast 89.8 - -

Proposed 
model

Size and 
depth 95 100 100

The model proposed by salih et al. achieved an ac-
curacy of 97.6 which is bit higher than the proposed 
model. Though this model achieved higher accuracy, it 
didn't work well with few of the skin lesions and couldn't 
achieve higher sensitivity and specificity. Thus, the pro-
posed hybrid model can be used for parakeratosis fea-
ture extraction that not only works well with all of the 
training samples but also achieved better performance 
metrics, including accuracy, sensitivity, and specificity.

Figure 6 shows the graphical representation of the per-
formance comparison of proposed and existing models.
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Fig. 6. Performance comparison

5. CONCLUSION

An estimation of the features of lesions in an image is 
an important application of medical image processing. 
The paper proposes an automatic method for size and 
depth extraction using partition clustering and the re-
gion properties method. The model performs the seg-
mentation of the given dataset using U-net with binary 
cross entropy technique, extracts the features using 
partition clustering and region properties methods, 
and finally classify into starting or later using SVM cross 
validation model. The proposed method estimates the 
depth and absolute size of K lesions in each image by 
predicting the absolute height and width of the lesion 
in terms of pixel square. After extracting the size and 
depth, classification is performed using SVM 10-fold 
model. The experiment results demonstrate that the 
proposed model provides a better performance com-
pared to the other models.

The model has the limitation that it works well only 
for the limited number of samples. As a future work, the 
model can be improvized in such a way that it works 
well even for a large dataset.
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Abstract—There is no doubt that the software industry is one 

of the fastest-growing sectors on the planet today. As the cost of 

the entire development process continues to rise, an effective 

mechanism is needed to estimate the required development cost 

to control better the cost overrun problem and make the final 

software product more competitive. However, in the early stages 

of planning, the project managers have difficulty estimating the 

realistic value of the effort and cost required to execute 

development activities. Software evaluation prior to development 

can minimize risk and upsurge project success rates. Many 

techniques have been suggested and employed for cost 

estimation. However, computations based on several of these 

techniques show that the estimation of development effort and 

cost vary, which may cause problems for software industries in 

allocating overall resources costs. The proposed research study 

proposes the artificial neural network (ANN) based Neural-

Evolution technique to provide more realistic software estimates 

in the early stages of development. The proposed model uses the 

advantages of the topology augmentation using an evolutionary 

algorithm to automate and achieve optimality in ANN 

construction and training. Based on the results and performance 

analysis, it is observed that software effort prediction using the 

proposed approach is more accurate and better than other 

existing approaches. 

Keywords—Software cost estimation; COCOMO-II; neuro-

evolution; artificial neural network; genetic algorithm 

I. INTRODUCTION 

The software industry is undoubtedly one of the greatest 
innovations in the modern world [1]. The software 
development process broadly requires various discrete actions 
such as understanding the client requirements, analysis, 
preparing the user requirement specification, technical 
requirement specification, software requirement specification, 
and hardware requirement specification in the initial stages [2]. 
Further actions architecture design of the software, design of 
the modules, coding, integration, testing, and debugging. The 
overall development cost estimation depends on the individual 
cost and efforts required for each of the actions involved in the 
SDP. However, estimating the cost in software development 
has been a challenge facing researchers and professionals in 
software engineering over the past few years. The purpose of 
cost estimation is to help with decisions made during the 
development of a software project. Many factors affect the 

accuracy of cost estimation. If the cost is underestimated, the 
project may be delayed, lack implemented features, or not be 
completed. On the other hand, an overestimated cost can lead 
to higher software costs, a waste of resources, and even loss of 
opportunities for competing markets [3]. These factors can 
have negative consequences for the project, the development 
organization, and the customers. Thus, the quality of estimates 
can affect the quality of the software project. 

Many software cost estimation models have been 
developed and improved, which can be categorized into 
algorithmic and non-algorithmic models [4]. In algorithmic 
cost model (ACM), typically a mathematical model or 
expressions are formulated using factors like i) source line of 
codes (SLOC), ii) risk calculation, and iii) skill levels obtained 
from the historical records; however, it fails to enumerate 
many vital factors including i) complexities, ii) reliability and 
experiences of the projects and due to this, it leads to the 
imprecise estimation. The constructive cost model- COCOMO 
is the most popular method in this category [5]. Further, it has 
evolved as COCOMO-II and has been widely used to design 
software cost predictors with various strategies considering 
basic cost indicators like lines of codes (LOC) and the function 
points [6-7]. The non-algorithmic approach is basically 
concerned with soft-computing approaches that overcome the 
limitations of the algorithmic model. The soft-computing 
approaches handle a better approximation of the solutions of 
the complex problems where many nonlinear and uncertain 
parameters are involved. Table I highlights the comparison of 
algorithmic and non-algorithmic models. Specifically, the 
existing approaches for the estimation, such as COCOMO and 
iii) function point-based model, all lack providing desirable 
accuracy as they ignore many of the critical drivers. So, these 
methods limit their applicability in the real-time scenario. In 
order to address these challenges, the soft-computing 
approaches are being extensively attracted the focus of the 
researchers by including approaches either individual or by 
hybrid techniques like- swarm optimization, fuzzy logic, 
genetic algorithm, machine learning, and neural network [8-
10]. The advantage of the soft-computing approach is that it 
approximates the solutions created by the mess due to 
nonlinear factors that are uncertain and imprecise. In recent 
years, neural networks have gained prominence in software 
development. However, the literature presents several studies 
on applying neural networks and machine learning techniques 
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to estimate cost [11-12]. However, there is no consensus on 
which method best predicts software costs. The neural network 
architecture involves different configuration and 
hyperparameters such as layers, neuron nodes, transfer 
function, and learning parameters (weights and biases). 
Generally, the design of the learning model is specific to the 
particular data set and problem context. If the same model is 
introduced with a different dataset, it may not perform 
similarly. Therefore, the parameters mentioned above affect 
network performance. However, the evolution of models that 
produce good results in different environments is still a driving 
force for current research work. This paper suggests a unique 
approach to software development cost estimation based on 
Neuro-evolution. The proposed Neuro-evolution approach 
implements a mechanism of artificial intelligence (AI) that 
employs an evolutionary algorithm to generate optimal 
Artificial Neural Network (ANN) architecture. Further, the 
constructed ANN model in the proposed work is trained to 
adopt characteristics of software attributes using the previous 
dataset to produce accurate software estimates. 

TABLE I. ANALYSIS OF ALGORITHMIC AND NON-ALGORITHMIC 

TECHNIQUES 

Techniques Category Advantages Limitations 

Analogy 

N
o
n
-A

lg
o

ri
th

m
ic

 

Independent of new 

resources 

Dependent on past 
information 

& huge data 

requirement. 

Expert-based 
Highly responsive 
and fast process 

Biased outcome 

Bottom-Up Stable 
Inaccurate timings & 

needs huge data 

Top-Down Faster & low cost 
less stable outcome 

& decisions 

COCOMO 

A
lg

o
ri

th
m

ic
 Flexible analysis, 

input modification, & 

clear outcomes 

Inaccurate estimates 

& practically 

infeasible 

Function 

Point 
Tool independent Not good enough 

Neural 

Network 

Machine 

learning 

Precise predictive 

estimates 

Highly dependent on 
the dataset and no 

standard rule for 
implementation 

The ANN model constructed is a feedforward neural 
network utilizing backpropagation learning mechanisms. The 
entire configuration and learning parameter is realized with the 
evolutionary algorithm, particularly a genetic algorithm (GA) 
implemented via the Neuro-evolution concept. The proposed 
study aims to achieve: 

 A unique ANN model with an optimal selection of its 
parameters, including the size of hidden layers, number 
of neuron units at each layer, and transfer functions, 
from the given interval (linear, Relu, and sigmoid). 

 The stable training process of the constructed ANN 
model that supports large training data samples. 

 Self-adjustment in the weight and biases in an optimal 
manner from the training samples. 

 Enhanced generalization in the training phase and 
efficient identification of dependencies of the predicted 
values from the input observations. 

 Higher accuracy in the prediction to achieve realistic 
estimates of the cost required for the software 
development compared to the existing techniques. 

The remaining sections of this paper are organized in the 
following manner: Section-II presents the review of the 
literature in the context of software cost and effort estimations; 
Section III discusses the material and methodology adopted in 
the proposed work; Section IV presents the system design and 
implementation procedure adopted in the proposed system; 
Section V presents the outcome and discusses the performance 
of the proposed system concerning its scope and effectiveness 
compared to the existing approaches, and finally, the entire 
contribution of the proposed work is summarized in 
Section VI. 

II. RELATED WORK 

Currently, the literature consists of several types of 
techniques and schemes for software cost estimation and 
prediction. This section discusses some of the recent research 
works carried in the context of enhancing prediction of the cost 
required for software development. 

A. Algorithmic Approaches 

The algorithmic approaches are concerned with 
mathematical models or expressions for cost predictions. To 
date, various methods have been suggested based on the 
algorithmic approaches. Work carried out by Kumawat, and 
Sharma [13] focuses on estimating the size metric for 
computing the cost required for the software project 
development (SPD). The authors have used the function point 
analysis (FPA) technique to compute cost estimates. The work 
of Khan et al. [14] suggested a cost estimation model by 
customizing features of the COCOMO-II that integrates 
additional cost drivers for computing the estimates of actual 
cost and effort required for SDP. Similarly, the study of Keil et 
al. [15] has introduced a different version of COCOMO-II to fit 
in the context of global software development (GSD). Two 
additional cost drivers are added in this version of cost drivers 
concerning collaboration and communication among different 
sites. The researchers in the above-discussed literature have 
tried to provide a significant contribution. All the factors are 
determined and devised based on the literature analysis and 
researchers' knowledge. However, there is a lack of empirical 
support, effective benchmarking, and validation of the scope of 
the suggested schemes. The authors in the study of Menzies et 
al. [16] have introduced a tool that encompasses case studies 
and previous experience to reduce the execution time, the effort 
required, and the number of defects in the project's 
development. Their results were obtained from small data sets, 
and they recommend conducting other tests where large 
volumes of information are handled. They do not explicitly use 
control indicators from other areas of knowledge, for example, 
to measure human and logistical resources. In the existing 
literature, few extensions to COCOMO were suggested, 
including dynamic multistage models to meet the analytical 
needs of prototyping SPD models. These models consider the 
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dynamics of varying requirements, system design, and other 
strategies, but all lack desirable accuracy as they ignore many 
critical drivers. So, these methods limit their applicability with 
varied IDEs models, languages, and tools. 

B. Non-Algorithmic Approaches 

The non-algorithmic approach generally implies the soft-
computing techniques that handle ambiguity and nonlinearity 
in the cost estimation techniques. The previous section 
discusses the conventional approaches regarding software cost 
and effort estimation. However, software project requirements 
constantly change over time, which also causes the estimates of 
cost and effort to change. The researchers realized the need for 
soft computing approaches that include machine learning 
techniques, fuzzy logic, and various metaheuristic method. 
This section discusses the existing soft computing approaches 
for software effort and cost estimation to analyze the current 
research trend. Nandal and Sangwan [17] a hybrid Bat and 
Grautational algorithm is used to estimate the effort of 
software, whereas fuzzy regression models are used to 
overcome the problem of imprecise in the dataset for the 
prediction software effort (Nassif et al. [18]). All these 
approaches provide a good solution but at the cost of huge 
computational complexity. The application of evolutionary 
algorithms like GA is used in the study of Zaidi et al. [19] and 
Reena et al. [20] to optimize the coefficients of different 
estimation models in the presence of nonlinear data. The 
approach of intelligent techniques like the neural network deals 
with the complexities and uncertainty in the software effort 
estimation is presented in Venkataiah et al. [21] [22]. Few 
recent research studies have also focused on applying the 
hybrid approach in the SPD process. The joint approach of 
nature-inspired algorithm and ML is adopted by authors in [23-
25] to compute the estimates of effort in project development. 
The work of Singh et al. [26] evaluated different ML techniques 
in the software effort estimation. The outcome reported in this 
study showed better performance achieved by LR in terms of 
error percentage analysis. A neural network approach [27-28] 
has also been widely accepted in software cost estimation. In 
the work of Choetkiertikul et al. [29], a long short-term 
memory (LSTM) and recurrent highway network (RHN) are 
employed to estimate the effort required for completing user 
stories or issues. Also, Bayesian Network is used to estimate 
the work time required in the SPD process [30]. 

C. Motivation of the Research 

A wide range of schemes and techniques have been 
described in the literature for predicting SPD's costs. The 
recent literature has been observed more focused on applying 
metaheuristic techniques, neural networks, and machine 
learning algorithms. Building a model based on the dataset is 
difficult due to the complexity and nonlinearity involved in the 
data attributes. Also, the learning model's design is affected by 
a variety of factors concerned with network parameters, data 
modeling, and feature engineering. Apart from this, the factors 
that determine the connectivity among nodes are complicated 
to analyze before the training phase to develop an ideal 
network. Generally, the building and training of the learning 
model involves a lot of human effort and is specific to the 
particular context, which is a significant concern as software 
attributes vary over time. However, even small changes in 

parameters can dramatically alter the result of the trained 
model. 

A unique model with accurate estimation is presented based 
on the neuro-evaluation augmenting topology to evolve with an 
optimized ANN architecture to address and overcome these 
problems. This type of approach for the cost estimation 
problem has not yet been applied to the software cost 
estimation problem. The proposed study aims to explore the 
effectiveness of augmenting the topology mechanism to 
automate the construction and training of the ANN model that 
generates better solutions. 

III. MATERIALS AND METHODOLOGY 

The material used for evaluating the proposed model is the 
COCOMO dataset. The methodology used for designing and 
developing the proposed ANN model for cost estimation is 
based on the Neuro-evolution AI technique, which constructs 
an optimal ANN model using a genetic algorithm. This section 
briefly highlights the dataset and methodology adopted in the 
proposed system. 

A. Dataset 

The COCOMO (Constructive Cost Model) is a widely 
known software estimation model introduced by Barry Boehm 
[31]. This model utilizes an approach of statistical correlation 
between software attributes and lines of the code. In other 
words, it basically adopts regression analysis with the 
responsible parameters that are representative of the estimates 
of the cost required in software development. In the current 
research work, the study uses the COCOMO NASA-2 dataset 
publicly accessible at the promise software engineering 
repository. This dataset consists of a total of 24 vital cost 
attributes from 93NASA projects. 

B. Artificial Neural Network 

In recent years, ANN has received wide attention to address 
complex nonlinear problems in various fields such as computer 
vision, image processing, natural language processing, and 
many more. ANN can be viewed as a function approximator 
that takes an input from observation state and maps to the 
output state (decision), such that:  ( )   . Typically, the 
function approximators consist of neurons, often referred to as 
cells or units, composed of summation and activation 
functions. The typical function of ANN cell is described in 
Fig. 1 as follows: 

 

Fig. 1. Typical Function of ANN Cell. 
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In Fig. 1, the architecture of the basic ANN cell is 
described where x is the n input such that:               , 
  indicates synaptic weight, such that:   
             . Each weight ' ' are associated with input 
sample     both together served as input to the cell function, 
where all   is multiplied with   and are summed with biased 
(b) using summation function as described as follows: 

    (     )  (     )    (     )          (1) 

Equation 25 describes the dot product of vector   and 
vector    and their summation is given in equation 26 as 
follows: 

∑                   (2) 

The weights'  ' can be considered as a strength of the 
association between cells, and it also decides how much 
influence the given input will have on the cell's output. Another 
essential component of the ANN cell is the offset value added 
to the summation of dot product     . This offset value is 
often called a bias that allows shifting the phenomenon of the 
nonlinear activation function to produce the expected result 
correctly to the output state. Moreover, the w and b are also 
often called learning parameters of the ANN model; the 
relationship between w and b can be numerically represented 
as follows: 

(   )                 (3) 

Equation 3 is then passed to the nonlinear function, which 
is generally a sigmoid function that enables nonlinearity in the 
ANN cell as numerically represented as follows: 

   (   )                  (4) 

Where   denotes the output of the cell and nonlinear   
sigmoid function. Sigmoid or Logistic: takes a real-valued 
input and returns output in the range [0,1]. The ANN cells are 
arranged into several layers, typically classified as input layers, 
hidden layers and output layers all interconnected to each 
other. 

Usually, the topological structure of the artificial neural 
network is selected based on empirical analysis, and the 
learning parameters are determined using the training process, 
which is related to the trial-and-error process. Therefore, 
developing an ANN model is not a big problem. However, 
training ANN models to accomplish certain tasks is a real 
challenge. In this regard, Neuro-Evolution can be an effective 
mechanism for determining the optimal topology of neural 
networks and learning parameters (weights and biases) to 
construct an ideal ANN model. 

C. Neuro-Evolution of Augmenting Topologies 

Neuro-Evolution of Augmenting Topology (NEAT) is a 
neuroevolutionary AI technology that deals with topology 
augmentation to automate the construction and training of 
ANN models using evolutionary algorithms (EA) [32]. The EA 
in NEAT is a kind of genetic algorithm (selection, crossover, 
and mutation), which allows the evolution of ANN units, 
learning parameters (weight and biases), and structure, trying 
to determine stability between the fitness of the obtained 

solution and assortment. Fig. 2 shows a sample visualization of 
the topology construction of ANN using the NEAT algorithm. 

         
(a) Initial Architecture of AN  (b) Augmented Topologies of ANN. 

Fig. 2. Topology Construction of ANN using NEAT. 

In the above Fig. 2, visualization of initial topology (a) and 
final topology construction of ANN model (b) after several 
iterations is shown using NEAT. The flow process of topology 
augmentation in the construction and training of the ANN 
model is shown in Fig. 3. 

The mechanism of topology augmentation for the optimal 
ANN model requires the initialization of variables concerning 
network hyperparameter and loss function. The initialization of 
hyperparameter variables (such as learning rate and the number 
of neurons) is crucial to determine the training performance of 
the network during the crossover and mutation process of EA. 
On the other hand, the loss function determines the optimality 
of the neuron genes (bias) and synapse genes (weight) in the 
learning phase. The loss function in NEAT is also regarded as 
a fitness function, and a set of neuron genes and synapse genes 
are called genomes. 

 

Fig. 3. Flow Process of Topology Augmentation using NEAT. 
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The algorithm generates a genome considering single input 
and output layer during the initialization of an initial set of 
solution candidates (population). Therefore, in the first 
generation, the genomes only vary in weights and biases but 
not network topology. After assessing the fitness value of each 
genome, the algorithm stops if the termination criterion is met. 
Otherwise, it generates a new set of solution candidates by 
executing crossovers phase y between genomes and then 
performs mutations in the subsequent offspring. All these 
processes are carried out randomly, and prior to computing the 
fitness of neuron genes and synapse genes, i.e., optimality of 
weight and biases, the algorithm splits the set of solution 
candidates into species (a particular class with the common 
characteristics) based on the computation of the genetic 
distance between each set of neuron weight and biases. The 
computation of the genetic distance is carried out using the 
following numerical equation: 

                     (5) 

The above equation 6 represents the computation of 
distance (d) based on the summation of neuron (            ) 
and synapse (              ). The computation of the    and 
   are shown in equations 6 and 7 as follows: 

      
  

    ( (  )  (  ))
             (6) 

      
  

    ( (  )  (  ))
            (7) 

Where    and    are the user-defined variables for fine-
tuning the model parameters.  

IV. PROPOSED COST ESTIMATION MODEL 

This section discusses the proposed cost estimation 
implementation procedure based on the ANN model 
determined using the NEAT algorithm discussed in the 
previous section. In the proposed study, the cost estimation 
problem is being studied as a regression problem rather than an 
optimization problem to predict kilo line of code (KLOC). The 
proposed cost estimation model design involves three core 
modules; namely, i) data exploration module ii) data 
preprocessing, and iii) design of ANN Model. 

A. Dataset Exploration 

In the current study, the data is available on the NASA 
website. The data is downloaded by sending an HTTP GET 
request to the respective URLs. When the request is sent, the 
data can be retrieved in the form of an a.arff file. However, this 
is not readable readily by our system. Hence, the data is sub-set 
from the 'Arff file', which contains 10 parts, including {Title, 
Past Usage, Relevant Information, Number of instances, 
Number of attributes, Attribute information, Missing attributes, 
Class distribution, Data}. The sub-set extracts only the Data. 
The Data Store stores the data in the form of a simple CSV file. 
Each column is separated by a (delimiter), and a new line 
character separates each sample. Many data science platforms 
can read and process this format, including pandas used in the 
current study. The data imported into the numerical computing 
environment (NCE) describes 124 entries ranging from the 
index number 0 to 123 with 24 columns. The dataset consists 
of 24 variables with type numeric and two categorical 

variables. The memory taken to upload the data is more than 
25 KB. Table II presents a statistical description of all the 25 
predictors and an output KLOC. The closer shows that the 
counts of all the parameters are identical to the number of 
samples, which indicates there are no missing values. The 
differential between the consecutive pair between {0, 25%}, 
{25%, 50%}, {50%, 75%} and {75%, 100%} sometimes are 
not less than standard deviation ( ) that means there is the 
presence of outliers in the data, as well if RMSE and MAE of 
the model have a difference more than mean KLOC then 
outliers need to be corrected. Another important observation on 
the dataset is that certain parameters show a specific 
correlation with the effort. The correlations are either negative 
correlation or positive correlation. In positively correlated 
parameters, the effort decreases with a decrease in the 
parameter's values, whereas, in negatively correlated 
parameters, the effort decreases if the parameters increase. The 
positively correlated parameters are the cost drivers (CD)  
 {acap, pcap}, and negatively correlated parameters such that 
CD   {rely, Cplx, data, time, stor, sced}. Further, on the 
analysis of co-efficient using linear regression analysis, it is 
found that reduced reusability (ruse) and 'site' have a higher 
multiplier effect on cost/effort compared to other CDs, as 
evident in Fig. 4. It is clear that the correlation of data points 
with the actual effort is highly non-uniform in nature. 
Therefore, a custom feature engineering process for the 
proposed ANN-based CEM is being carried out. 

B. Preprocessing 

In this section, the preprocessing operation is carried out 
from the perspective of the feature engineering task and the 
extraction of suitable input for the proposed learning model. 
The core module in this stage contains i) correlation analysis 
and ii) dataset normalization. In the correlation analysis, the 
relationships between various variables are analyzed using a 
mathematical approach that helps find correlations between 
various cost drivers. The formula for correlation is shown in 
the equation as follows: 

      
∑(     )  (     )

√∑(     )  ∑(     ) 
             (8) 

Where,    and    denotes cost drivers,    and    are means 
values of the cost drivers and      is the correlation factor 

between x and y that ranges from -1 to +1. As it can be 
observed from the formula if x   y, which means that x = ky, 
then the following outcome is achieved when the same is 
substituted in equation 9. 

      
∑(     )   (     )

√∑(     )    ∑(     ) 
            (9) 

      
∑ (     )

 

 √(∑(     ) ) 
           (10) 

      
 ∑(     )

 

  ∑(     ) 
            (11) 

                    (12) 

The above equation 12 proves that when the two cost 
drivers are proportional, the correlation between them is one. 
Similarly, when one cost driver reduces and another cost driver 
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increases, in other words, x=k-ly, then the correlation is said to 
be -1 and considered as an ideal scenario when there is a 
perfect linear relationship between two CDs. However, a zero 
correlation refers to total randomness and no relation between 
two CDs. The correlation plot for among CDs is given in 
Fig. 5. It can be analyzed that there is a strong correlation 

between the 'prec', 'flex', 'resl' and 'team'. As it can be observed 
that except for exponential CDs such that {'prec', 'flex, 'resl', 
'team' and 'pmat'} all other CDs have (>10%) correlation. 
Hence, all variable turns out to be significant while building an 
ANN model. 

TABLE II. DESCRIPTIVE STATISTICS 

Cost Drivers count mean std min 25% 50% 75% max 

ACT_EFFORT 124.0 563.334677 1029.227941 6.00 71.50 239.500 581.750 8211.00 

prec 124.0 3.110000 1.292409 0.00 2.48 2.480 4.9600 4.960000 

flex 124.0 2.618952 1.041618 0.00 103 2.030 4.0500 5.070000 

resl 124.0 3.688871 1.403707 0.00 2.83 2.830 5.6500 6.010000 

team 124.0 1.837097 1.094185 0.00 1.10 1.100 3.2900 4.660000 

pmat 124.0 5.602984 1.288265 2.84 4.68 4.680 6.2400 7.800000 

relay 124.0 1.078522 0.103427 0.85 1.00 1.100 1.1000 1.740000 

Cplx 124.0 1.189892 0.163256 0.87 1.17 1.170 1.2125 1.740000 

Data 124.0 1.014919 0.117179 0.90 0.90 1.000 1.1400 1.280000 

Ruse 124.0 0.996935 0.014605 0.95 1.00 1.000 1.0000 1.070000 

Time 124.0 1.124516 0.184476 1.00 1.00 1.000 1.2900 1.630000 

Stor 124.0 1.107097 0.163149 1.00 1.00 1.000 1.1700 1.460000 

Pvol 124.0 0.927406 0.095456 0.87 0.87 0.870 1.0000 1.150000 

Acap 124.0 0.880276 0.101079 0.71 0.85 0.850 1.0000 1.016667 

Pcap 124.0 0.918817 0.085625 0.76 0.88 0.895 1.0000 1.000000 

pcon 124.0 1.000544 0.035766 0.81 1.00 1.000 1.0000 1.205000 

Apex 124.0 0.925712 0.083496 0.81 0.88 0.880 1.0000 1.220000 

Plex 124.0 1.004590 0.080974 0.91 0.91 1.000 1.0000 1.190000 

ltex 124.0 0.966781 0.089415 0.91 0.91 0.910 1.0000 1.200000 

Tool 124.0 1.115847 0.078542 0.83 1.09 1.170 1.1700 1.170000 

Sced 124.0 1.043065 0.063760 1.00 1.00 1.000 1.1400 1.140000 

Site 124.0 0.925040 0.017623 0.86 0.93 0.930 0.9300 0.947500 

docu 124.0 1.024940 0.057830 0.91 1.00 1.000 1.1100 1.230000 

Physical Delivered KLOC 124.0 103.443901 141.455891 0.00 20.00 51.900 131.7500 980.000000 

 

Fig. 4. Representation of Cost Multiplier. 
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Fig. 5. Correlation Plot among CDs and KLOC. 

In order to provide an input to a learning model, the input 
data is required to be in a vector form. Feature vectorization 
refers to converting a row of values into a usable vector. In this 
phase of implementation, the data is normalized with the help 
of the Min-Max scaling method. Further, each row is 
transposed and fed to neural networks. The typical formula for 
data normalization for feature vectors is numerically expressed 
in equation 13. 

   
      ( )

   ( )     ( )
           (13) 

Where,   is the input data, i.e., original CDs feature 
samples, which is normalized using min and max function and 

rescaled in the range of [0,1], and    normalized CDs feature 
samples which are further fed to the proposed learning model. 

C. Design of the Proposed ANN Model 

This section discusses the ANN model design and its 
implementation procedure with the support of the algorithmic 
steps. The implementation procedure utilizes the NEAT library 
of python executed in the Anaconda distribution. The dataset is 
split into training and testing sets, where 80% of the dataset is 
kept for the model training, and 20% of the dataset is kept for 
model testing. The design configuration of the proposed ANN 
model is carried out using neural evolution mechanisms, where 
the features from the input observation are considered for 
determining weights and biases. In this process, the optimality 
of the ANN architecture is determined through topology 
augmentation using a genetic algorithm. The configuration 
parameters considered in the ANN construction consist of 
hidden layers, neurons unit at each hidden layer, and a set of 
transfer functions. The proposed study considers three transfer 
functions: linear, Relu, and nonlinear sigmoid. On the other 
hand, mean square error (MSE) is considered a fitness 
function. Since the proposed study has considered MSE, the 
fitness evaluation is carried out based the less error. Therefore, 
the inverse roulette selection (IRS) technique is considered for 
the proportionate fitness selection. The core configuration and 
training process of ANN construction using topology 
augmentation is shown in Fig. 6. The topology augmentation 
begins with the initialization of population (a set of candidate 
solutions), basically a pool of random neural networks. The 
process iterates several times, which is also called a generation 
where the algorithm chooses the optimal ANN based on the 
fitness value, which is then further cross overed according to 
the selection/decision process. 

 

Fig. 6. Generation of Optimal ANN Model using Neuro-evolution Technique. 
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Afterward, a new ANN model is generated, and after 
mutation, an evolved version of the ANN model is further 
carried out for the training process. All these processes 
continue until the termination criteria are met. This termination 
criterion is based on the specified number of generations, 
wherein each generation, the trained model is evaluated and 
selected according to the prediction performance. The 
implementation steps for the above-discussed procedure are 
mentioned as follows: 

Algorithm:1 Neuro evolution training 

Step 1. Create population pool 

In this step, the population pool is generated, a set of random 

neural networks with random layers and neurons and random 

activation functions. Inputs to the algorithm are given in the 

form of a finite number of layers and neurons and, at the same 

time, a set of activation functions. The activation functions 

allowed are, Sigmoid, Linear, and relu.  

Step 2. Evaluate fitness of the population 

The MSE fitness function measures the fitness of the 

population. The MSE of the input data is considered with the 

output in the training set.  

Step 3. Select the fittest individual to reproduce 
The inverse Russian roulette process selects the individuals for 

the repopulation pool. The lower the fitness function value, 

the higher the probability of the selection. The following 

equation decides the probability of selection. 

        
    

∑     
 
   

           (14) 

Step 4. Repopulate using copies of the fittest network 

Most fit individuals among the population are selected and 

used for further processing. The crossover of these individuals 

is made here, and also mutation is applied according to the 

mutation probability.  

Step 5. Introduce normally distributed mutations to the 

network weights 

The neural networks are finalized in this step, and the newly 

formed networks are introduced to the population pool. 

V. RESULT AND PERFORMANCE ANALYSIS 

This section discusses the performance metrics followed by 
outcome analysis to justify the scope and effectiveness of the 
proposed system. 

A. Neuro Evolution Model Parameters 

The design and development of the proposed system are 
done using python programming language and execution on 
Anaconda. The parameters considered for executing proposed 
neuroevolutionary technique for obtaining optimal ANN model 
is mentioned in Table III. 

The parameter namely population size is the total number 
of offspring (networks) present in each generation and total 
number of generations is number of times the fitness is 
measured. In 15% of the cases a new neuron is added to the 
network. In 10% of the cases an existing neuron is deleted 
from the network. Addition and deletion of neurons happen 
within a single generation. Either relu, sigmoid or linear 

activation functions are chosen. Initial bias is assigned 
according to the normal distribution. Maximum value of 
weights and bias are set to 30 however the minimum weight is 
set to 0 in order avoid negative values. At the same time, 
minimum bias is set to -5 in order to cancel out certain values. 

Mutation probability is 5%. This is necessary to display the 
stochastic nature of the system. After successful execution of 
the neuro-evolution training, the proposed algorithm returns 
optimal ANN model discussed in Table IV. 

The architecture of the obtained ANN model is shown in 
Fig. 7. After evolution through several iteration, the neuro-
evolution algorithm provides optimal number of layers and 
number of neurons unit at each layer as mentioned in Table IV. 

TABLE III. NEURO-EVOLUTION HYPERPARAMETERS 

Parameters Values 

Population size 200 

Number of generations 100 

Probability of adding a new neuron 0.15 

Probability of deleting a neuron 0.1 

Activation function Sigmoid, Relu, Linear 

Initial bias according to normal distribution 

Mutation probability 0.5 

Minimum neuron bias -5 

Maximum neuron bias 30 

Minimum weight 0 

Maximum weight 30 

Weight mutation probability 0.5 

TABLE IV. CONFIGURATION DESCRIPTION OF OBTAINED OPTIMAL ANN 

MODEL 

Layer 
Number of 

neurons 
Trainable parameters 

Layer 1 (input) 24 N/A 

Layer 2 10 (24*10) + 10 = 250 

Layer 3 5 (10 * 5) + 5 = 55 

Layer 4 (output) 1 (5 * 1) + 1 = 7 

Loss Function (MSE) - - 

Activation Function (Relu) - - 

 
Total neurons: 

40 

Total trainable parameters: 

312 

 

Fig. 7. Architecture of Optimal ANN Model. 
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B. Performance Metrics 

1) MMRE (Mean Magnitude of Relative Error): The 

MMRE performance metric is the most common basis for the 

assessment of the effort estimation process. The matric 

MMRE is computed for the given dataset of software projects 

whose estimated efforts are compared with their actual efforts. 

The estimation process with minimum MMRE is considered 

to be the most accurate. The formula for calculating MMRE is 

given as Eq. 15. 

      
 

 
  ∑

⌊(    )⌋

 

 
              (15) 

Where, y is the actual effort, and    denotes estimated work 
effort for project pi, and   is the total project (PI) under 
consideration. Mathematically, MMRE gives an average 
percentage of error between y and   . 

2) MSE (Mean Squared Error): MSE is being calculated 

in proposed implementations to analyze the performance of 

proposed methods over other LR and SVR. MSE is more 

critical function while building better models while optimizing 

the learning model. The formula for calculating MSE is given 

as Eq. 16. 

     
 

 
∑ (    )  

              (16) 

Where y is the actual effort, and    denotes estimated work 
effort for project pi, and   is the total number of the project 
under consideration. 

3) RMSE (Root Mean Square Error): Since the unit of 

MSE is squared, RMSE is the square root of MSE used since 

the unit of MSE is     where    is the number of lines of code 

in the project. Though MSE is significant for optimizing the 

model, it would make no sense to human beings. Hence, the 

study considers RMSE   √   . Since the unit of RMSE is 

  , it can be assumed that the most probable range for y can 

be          . The computation of RMSE can be 

numerically represented as follows in eq. 17: 

      √
 

 
∑ (    )  

             (17) 

4) MAE (Mean Absolute Error): This is similar to 

MMRE, representing average absolute error instead of 

providing average percentage error. In MAE abs function is 

used to remove the error from simple error, and the average is 

calculated. Due to this, some of the extreme points, like 

outliers, will provide less significance; hence this measure is 

less sensitive to outliers. MAE can be numerically represented 

as follows in eq. 18: 

     
 

 
  ∑ ⌊(    )⌋ 

              (18) 

Since the unit of MAE and output (actual cost) is the same, 
MAE represents total cost overrun or underrun. 

5) Pred: PRED is the de facto standard for cost model 

accuracy measurement. It is called the percentage of 

predictions falling within the K% of the actual known value. 

The formula for PRED calculation is shown in equation 19: 

      
 

 
∑ |

                             

             
|     

           (19) 

Where k% is the percentage error between AE and EE, 
PRED represents the percentage of a number of projects whose 
cost overrun or underrun is below 25% in some researches 
30%. 

C. Outcome Analysis 

This section discusses the outcome obtained for the 
proposed system based on the comparative analysis. The 
proposed study implements two machine learning algorithms 
for the comparative analysis such as Linear regression (LR) 
and supports vector regression (SVR). In order to compare 
ANN with LR and SVR, the performance metrics MSE, 
RMSE, and MAE are considered. To justify the scope of the 
proposed optimal ANN model, the study also considers 
performance analysis with similar existing approaches such as 
estimation technique based on fuzzy-genetic [33] and based 
Dolphin optimization technique [34], Bat optimization [34], 
and combined Dolphin-BAT [34], the performance metric 
PRED and MMRE is used. The quantitative outcome obtained 
for the proposed system and its comparison is shown in 
Table V. 

As it can be observed in Table V, that LR, SVR is 
associated with 151% and 128% errors, respectively, which 
means the predicted/estimated value could be more than twice 
as big as the actual value; therefore, making LR and SVR unfit 
for real-world implementations. However, even the most basic 
benchmarked algorithms (GA) are giving 29.9% error which is 
below 30%, which is an acceptable cost overrun ratio for 
software projects in general. It is also far below 77%, which is 
the average cost overrun ratio of the NASA project from which 
the dataset is collected. The overall numerical outcome shows 
the proposed ANN's effectiveness regarding the cost overrun 
ratio. Performance analysis regarding MAE is shown in 
Table VI. 

TABLE V. QUANTITATIVE OBSERVATION IN TERMS OF MMRE 

Methods Performance Metrics 

LR 1.510457 

SVR 1.281522 

GA 0.299469 

BAT 0.1698 

DOLPHIN 0.1665 

DOLPHIN-BAT 0.14576 

ANN 0.113518 

TABLE VI. QUANTITATIVE OBSERVATION IN TERMS OF MAE 

Methods Performance Metrics 

LR 119.266357 

SVR 81.872095 

ANN 22.151230 
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The performance metric MAE is used to calculate the 
performance of proposed methods over other LR and SVR. 
Since the unit of MAE is in   , the MAE value 22.15 obtained 
for ANN represents a number of lines of codes in the projects 
that may vary by 22,151 lines in ANN. An average developer 
writes 250 lines of production code per week (40 hours of 
working per week). An extra 22151 lines represent 88 weeks of 
work (3520-man hours). Considering that an average developer 
in the USA earns approximately $34 per hour, the total cost 
overrun might come to $119,680. In the cases of LR and SVR, 
the cost overrun is quite more than ANN, which is impractical 
for real-time implementation? The performance of the learning 
models implemented in this study regarding MSE is shown in 
Table VII. 

The metric MSE is being considered in proposed 
implementations to assess the performance of the proposed 
ANN over other LR and SVR. MSE represents the overall 
training of the algorithm as it is used for optimization. Even 
though the MSE does not directly represent the algorithm's 
performance, it does represent the quality and level of training 
given to the algorithm. Lower MSE represents higher 
knowledge of the algorithm. More trainable parameters can 
store more knowledge among them. The MSE score is higher 
in both LR and SVR as they contain fewer trainable parameters 
than ANN. The quantified outcome indicates that ANN is less 
associated with error compared to LR and SVR. Therefore, it 
can be concluded that SVR and LR are subjected issue of 
underfitting. The performance analysis in terms of RMSE is 
mentioned in Table VIII. 

Similarly, the metric RMSE is considered to evaluate the 
training performance of the learning models. The RMSE also 
helps to understand the requirement re-training model by the 
preprocessing step. From the quantified outcome, the proposed 
ANN scored 39.33 % RMSE and 22.15% MAE from Table VI, 
i.e., a difference of 17.18 % compared to mean KLOC of all 
projects, i.e., 103.44. This indicates minor variation with 16%-17%, 
which is within the acceptable limit of 20 %. The performance 
analysis regarding PRED is shown in Table IX. 

PRED represents the ratio of projects which has less than a 
threshold percentage of cost overrun. Hence, this performance 
measurement is more practical than the other metrics since it 
represents the number of projects that will fall below the 
acceptable cost overrun ratio. In most of the studies, the 
threshold is set to 30%. In this study, 25% of the threshold 
value is considered to perform comparative analysis. From 
Table IX, it can be observed that the proposed model ANN 
achieved a higher PRED value, i.e., 68.91, compared to other 
ML methods and existing approaches. Bat, Dolphin, hybrid 
Dolphin-Bat, and the proposed ANN are more practical to 
implement as they have PRED value much higher than GA. 
But among them, the proposed ANN method has the highest 
PRED value, which indicates its suitability and scope in the 
real-world system. The following analysis mentions the overall 
improvement (%) of ANN concerning MMRE in Fig. 8 and 
PRED in Fig. 9 over other implemented ML models and 
existing approaches. 

TABLE VII. QUANTITATIVE OBSERVATION IN TERMS OF MSE 

Methods Performance Metrics 

LR 42545.810081 

SVR 29240.145478 

ANN 1547.247493 

TABLE VIII. QUANTITATIVE OBSERVATION IN TERMS OF RMSE 

Methods Performance Metrics 

LR 206.266357 

SVR 170.997501 

ANN 39.335067 

TABLE IX. QUANTITATIVE OBSERVATION IN TERMS OF PRED 

Methods Performance Metrics 

LR 2.335234 

SVR 5.297425 

GA 11.66 

BAT 61.66 

DOLPHIN 61.66 

DOLPHIN-BAT 66.66 

ANN 68.91522 

 

Fig. 8. MMRE Improvement (%) of ANN over SVR, LR and existing 

Methods. 

 

Fig. 9. PRED Improvements (%) of ANN over SVR, LR and Existing 

Methods. 
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The analysis from Fig. 8 shows ANN has achieved 92.4% 
improvement over LR, 91.14% improvement over SVR, and 
62.09%, 33.15%, 31.82%, 22.12% over Fuzzy-GA, BAT, 
Dolphin, and Dolphin-Bat, respectively. The analysis from 
Fig. 9 shows that ANN has achieved 96.91% improvement 
over LR, 92.31% improvement over SVR, and 83.08%, 
10.53%, 10.53%, 3.27% over Fuzzy-GA, BAT, Dolphin, and 
Dolphin-Bat, respectively. Hence, it can be seen that the 
proposed offers a good result regarding software cost 
estimates. The overall analysis shows effectiveness of the 
proposed neuro-evolution algorithm towards devising suitable 
learning model for achieving realistic estimates of the cost 
required in the initial stage of the software development 
process. Hence, the proposed research work suggested a 
technically-efficient method acquainted with recent trends and 
technologies to benefit real-world applications. 

VI. CONCLUSION 

The development of software projects involves various 
phases like initial planning, risk assessment, effort, and cost 
estimation. Among these, cost estimation is the key concern in 
the software industry. The conventional approaches do not 
provide accurate estimation due to the lack of precise system 
and cost drivers modeling. In this paper, the study has 
presented a novel and unique approach to predict realistic 
estimates of the cost needed to develop a software project. The 
proposed study applied a mechanism of neural evolution in 
conjunction with evolutionary technique, namely genetic 
algorithm top construct ANN, which predicts actual estimates 
of the cost required to develop a software. The application of 
neural evolution in ANN modeling proves its effectiveness and 
scope that it can compete with the existing techniques in terms 
of realistic estimates of the cost and effort. Once developed and 
trained, the proposed ANN can estimate the development costs 
in real-time as it computes cost estimates based on the 
responsible attributes required in the development of the 
software. The execution complexity grows linearly with the 
problem context and size of data samples. Based on the result 
analysis, it is observed that the proposed ANN is producing 
better results than other previously proposed algorithms and 
other machine learning models being implemented. The 
existing works adopted global optimization algorithms that 
require huge computing resources due to recursive operation in 
parallel. However, the proposed ANN model is constructed 
optimally using the mechanism of augmenting topology, and it 
better adopts generalization of the feature from the input 
observations, therefore, providing accurate estimates of the 
cost compared to the existing approaches. 
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Abstract: It is important to assist the job seekers in selecting the perfect jobs, 

which suit candidates' current skills and career objectives. Given the job 

description and resumes in the unstructured form, choosing the best job 

manually is a tedious task, so there is a need for an automated system to deal 

with raw data. The extraction of structured information from applicant 

resumes is needed not only to support the automatic screening of candidates 

but also to efficiently route candidates to the corresponding occupational 

categories based on their respective skills. The primary objective of this 

article is to process and extract relevant information from the unstructured 

data, like resumes in the form of .pdf, .doc, etc., using natural language 

processing. This study also proposes machine learning algorithms that 

exploit user context information to shortlist for the desired job role and also 

recommends alternative jobs to the candidates. Based on existing skills, new 

opportunities and possibilities will be introduced, which the candidate 

wouldn't have explored before. In addition, it also focuses on formalizing the 

problem of identifying the additional skills, taking into account the 

employee's existing skills. To exhibit the effectiveness of the proposed 

algorithms, various resumes have been passed and tried for different formats. 

The results obtained by the proposed method excel the traditional methods 

mathematically and practically. 

 

Keywords: Talent Acquisition, Recommender System, Natural Language 

Processing, Eligible Candidates, Potential Candidates and Latent Candidates 

 

Introduction   

People can find jobs online using many websites such 

as Monster and Indeed.com. These web platforms have 

been providing services for more than a decade; helping 

job seekers and organizations by saving a lot of money 

and time. To automate the workflow, the candidate has to 

enter long forms about different entities though most of 

the information is already present in the candidate's 

resume. Long forms demotivate users and may introduce 

delay and also there is a tendency of skipping non-

mandatory fields even though the information is available. 

Traditional approaches to information retrieval may 

not be appropriate for users. The reason being a greater 

number of results returned to a job seeker requires a lot of 

time to analyze options. Usually, many potential resumes 

may be excluded from the search results or may not be 

examined due to the complexity of the database and 

stringent timelines. However, most people don't identify 

what is needed until it is shown. People may love a 

product, a movie, job opening- but may not be known that 

exists. Further, automatic parsing of resume documents is 

very challenging as resumes may contain partial sentences 

or full; may differ in the type of information, and order; 

conversion from different formats like.pdf, .doc, and 

.docx to text yields unexpected formats of information 

(Aluvalu and Jabbar, 2018; Deepa and Rajeswara, 2020).   

To automate the recruitment process, the system 

should be independent of the order and type of 

information in the documents to parse effectively and 

efficiently. Taking into account the above-mentioned 

challenges, the primary objective of this article is to 

process and extract relevant information from the 

unstructured data, like resumes in the form of .pdf, .doc, 

etc., using natural language processing and shortlisting for 

the desired job role. This study also recommends 
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alternative jobs to the candidates based on the skills to 

introduce new opportunities and possibilities, which the 

candidate wouldn't have explored before. Recommender 

systems are broadly recognized in several fields to suggest 

services, products, and information to latent customers 

(Faqihi et al., 2020; Le et al., 2022; Boorugu and Ramesh, 

2020; Ramesh and Madhavi, 2019). A recommendation is 

an important aspect of an organization's workforce for 

creating and maintaining the right skilled profiles. 

Proposed job recommendation is primarily aimed at 

supporting the discovery of jobs that may interest the user 

as it automatically returns suitable and prospective jobs.   

Literature Survey  

The recommendation system is an eminent research 

area, which includes a lot of applications in the field of e-

banking, e-health, and e-commerce (Aggarwal, 2016; 

Bobadilla et al., 2013; Xavier Amatriain et al., 2011; 

Shahab, 2019). Especially, in the field of e-recruiting, the 

role of a recommendation system is imperative      

(Kantipudi et al., 2021). This section outlines the 

contributions of various researchers towards matching 

candidates with respective jobs.  

Srivastava et al. (2018) focused on algorithms to 

provide training recommendations in an industrial setup. 

By keeping a record of the employee's training details and 

work experience, the authors formalized the problem of 

the next training recommendation.  Past training data has 

been mined using several unsupervised algorithms to 

generate the next training recommendations. Though 

these algorithms beat several recommendation algorithms 

and also sequence mining algorithms, still there is a 

scope to enhance these algorithms to predict a sequence 

of training required for an employee's long-term career 

(Srivastava et al., 2018).  

Kumar et al. (2017) designed a method to explore 

the hiring pattern and intelligence behind it. To 

accommodate the known intelligence, machine 

learning methods are applied. This method offered a 

ranking system based on hiring patterns. Highly trained 

models were used to predict the ranking and sorting of 

resumes (Kumar et al., 2017).    

Belsare and Deshmukh (2018) presented the 

employment recommendation system, which uses various 

recommendation methods. Which are simple matching, 

collaborative and content-based filtering Belsare and 

Deshmukh (2018). Personalized recommendations can be 

generated using both content-based recommendation and 

collaborative filtering, hence these are more suitable for 

the job aspirants; however, collaborative filtering suffers 

from a cold start problem whereas with content-based 

recommendation too precise results might be created.  

The main bottleneck in generating information 

retrieval systems is to stabilize the available expertise of 

the text analysis methods and the capability to evaluate 

the model for quick interpretation. Prokhorov and 

Safronov (2019) provided an outline of natural language 

processing and machine learning approaches, which are 

very much essential to modern information systems to 

search and filter text documents (Prokhorov and 

Safronov, 2019; Deepa and Rajeswara, 2017).     

Rodriguez and Chavez (2019) identified the required 

key attributes of profile in the process of job matching. 

This study implemented a prominent feature selection 

approach that extracts the most cogent attributes 

required for job matching.  

Conventional recommender systems focused on either 

finding the best match between a candidate's preferences and 

the job description(content-based) or finding candidates with 

the same desires (collaborative filtering) (Ricci et al., 2015;    

Jalili et al., 2018). However, information regarding the user 

environment (contextual knowledge) can be used to amend 

the candidate's initial desires (Adomavicius and Tuzhilin, 

2011; Lappas, 2020; Raj et al., 2022).  Several candidates 

prefer jobs closer to their skills, but some candidates seek 

jobs far beyond their skills. The recommendations for 

improving their lacking skills will help them in achieving 

their dream job.  

Materials and Methods 

This article proposes two algorithms viz, JOB_DJ and 

JOB_Alternate for shortlisting a resume for the desired 

job role and alternate job recommendations respectively. 

It also identifies additional skills required by other 

candidates; keeping it as side information, the designed 

method not only improves the procedure of resume 

shortlisting but also can perform recommendations for 

new experts or skills.  

The Basic Idea  

Generally, it can be observed that most of the skills are 

commonly present in every resume. An individual 

resume may include special distinct skills which 

differentiate it from other resumes in the set. The basic 

idea here is that identification of special skills from 

each resume will reduce the time required to select an 

appropriate resume when compared to the time 

required to look for complete information.  

Skill-Based Talent Acquisition  

Talent acquisition is an approach to finding specialists 

for a position that requires a very specific skillset. This 

article explores the skill section of the candidate's resume 

and develops a strategy to identify potential resumes with 

special skills.  This approach uses a blend of Natural 

Language Processing (NLP) and other sub-

recommendations to suggest jobs to candidates. In our 

previous work, using an advanced library of NLP, Spa Cy, 
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an attempt has been made to capture candidates' special 

skills required for data scientist job selection                  

(Suresh and Manusha Reddy, 2021). In this article, the 

work is extended to focus on shortlisting candidates for 

any desired jobs and generating alternative job 

recommendations that the candidate is most likely to 

select or interact with. The dataset includes seven 

resumes, which are in different formats and layouts.  

Organization of Special Skills Knowledge  

The main bottleneck is to measure the quality of 

content in the resume's skills section. This study extends 

the concept of special skills to develop a technique for 

selecting appropriate resumes. Each part of the skill 

information can be organized into “skill_type” and their 

corresponding “skill_values”. For example, 

‘programming-languages’ is a skill_type, and 'Java, 

Python' is skill_values.  From the resume's skills 

information, two types of skillsets can be extracted using 

NLP. The first is the Skill-type-Desired Jobst (SDJ) and 

the second is Skill-type-Alternate Jobs (SAJb).   

Approach to Build SDJ and SAJb  

The approach to building data frame SDJ includes 

several steps: First, Information from the documents can 

be extracted using one of the Python libraries, PyPDF2, it 

includes extracting the text information, cleaning it, and 

then exporting it easily readable text files. Next, to 

program the model to process and analyze such a huge 

amount of data, NLP is used. The NLP's Spa Cy library 

has the Matcher tool, which can be used to specify custom 

rules for phrase matching. The process of the matcher tool 

involves: First, defining the required patterns, it involves 

creating a dictionary-1 with the set of skill types required 

for the desired job role. Next, these patterns are added to 

the Matcher tool and finally, the Matcher tool parses the 

resume documents to extract the skill values for the skill 

types mentioned in the dictionary-1. Once the phrases are 

found, the count of the respective skill type in the data 

frame is updated. It is important to assist the job seekers 

in selecting other alternative jobs, which suit with his/her 

current skills and career desires. Dictionary-2, skill types 

required for other alternative jobs are constructed. 

Considering the dictionary-2, SAJb is constructed; the 

approach of constructing SAJb is exactly similar to the SDJ.  

Organization of Candidates Based on Skills 

After extracting the count of skill values to all skill 

types in the data-sets, the next part of the process is to well 

organize the candidates' resumes. Based on the count of 

the skill values, candidates can be categorized into one of 

the three categories:  Eligible candidates, who have 

perfect skills required for the desired job role. Potential 

candidates, who have near potential skills. Latent 

candidates, other candidates who are not skilled enough 

and may require additional skills.   

Setting Skills Threshold Value  

The count of skill values of SDJ is compared against 

the threshold, TSDJ in function JOB_DJ. It helps to cluster 

the candidates into eligible candidates, potential 

candidates, and latent candidates. The objective of 

clustering the candidates is to improve the efficiency of 

HR analytics in meeting the need for talent acquisition. 

TSDJ could be chosen effectively by considering the 

number of skills to eliminate candidates with common 

skills. The value of the threshold can be increased 

gradually to analyze the total number of eligible 

candidates' resumes. If the number of eligible candidates 

is shown to be decreased, the threshold value can be 

reduced and monitored. From the experiments, it is 

noticed that by decreasing the threshold value, the number 

of candidates with common skills would increase. 

Another Threshold, TSAJb, is used much similar to TSDJ, to 

recommend alternative jobs in function JOB_Alternate.  

Operation of the JOB_DJ and JOB_Alternate  

This article proposes an algorithm JOB_DJ to better 
serve the latent candidates who miss an opportunity due 
to the lack of a few required skills. The major goals of the 
algorithm are: First shortlisting the candidates for the 
Desired job role. Second, based on existing (near 
potential) skills, candidates will be recommended for 
alternative job positions. Third, identifying and providing 
recommendations to improve their lacking skills to apply 
for the desired job role.   

It takes SDJ as input, the count of each skill type in the 
SDJ constitutes a major part; which is compared against the 
threshold, TSDJ. Due to a lack of few 'near potential skills', the 
candidates shouldn't lose opportunities. With this objective, 
the JOB_DJ incorporates another function JOB_Alternate. It 
attempts to identify the skills that potential candidates 
possess and maps with the skills required for alternative job 
roles. This function takes SAJb as input. The values of this 
data frame are compared against another threshold, TSAJb to 
recommend alternate jobs based on existing skills. 
Furthermore, the approach is also extended to identify the 
additional skills required by latent candidates. Thereby 
recommendations can be generated on these skills to improve 
profiles. Let Ci be an individual candidate and Si be an 
individual skill type in SDJ/SAJb. The detailed steps 
involved are shown in JOB_DJ and JOB_Alternate: 

 

Sub program function of JOB_Alternate {  

for each Ci in SAJb 

 Li = [] 

 for each Si in SAJb 

 count2SAJb[Ci , Si ] 

 if (count2>TSAJb)  

 Liappend si if 
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 if (len (Li>0))  

AltJbappend Li return  

 AltJb /* Holds the list of alternative 

jobs to be recommended for potential 

candidates. */  
else  

 
 Write (No alt job)  
Return   
}  
  
Sub program function of JOB_DJ {  
for each Ci in SDJ  
Li= [] //holds the list of skill types 

for each Si in SDJ count 
SDJ [Ci, Si] if(count<TSDJ)  

 Liappend Si // identifying 
 lacking skills  

 if (len(Li)==0)  
 Write (Shortlisted: Yes) else  

  Write (Shortlisted: No)  
  Write (Feedback: There is a scope to 

 improvement in Li)  
AltLiappend Ci  /*   
Holds list of candidates not shortlisted 

for desired job role. Which can be further 
considered for recommending alternate jobs.  */  

if (ci = = AltLi) // Not shortlisted and looking for 
alternative job positions  

 AltJb =JOB_Alternate()   
 Write (Recommended for Alternative jobs, 

Altjb)  
else  
  Write (Not applicable because you are  
shortlisted for desired job role: Congratulations)  

}  
  

Case Study  

To gather insights from industry experts on IT 
demand, a survey has been made. Survey questionaries 
include Q1. As per your knowledge, what is the most 
required factor to be considered for an IT job?  Q2. Do 
you feel the data scientist job is the highest-paid job in the 
IT industry? Q3. Can you please list out a few other 
highest-paying jobs? Q4. To what extent do you feel the 
following skills (Table 1) are most required for the data 
scientist role, please rate the following: (1: Low, 10: 
High). As per the survey responses it has been observed 
that special skills are the most contributing factors to IT 
jobs and the highest paid job is the data scientist.  

A data scientist is a proficient person, who knows how 
to discover meaningful information from raw data. To 
become a data scientist, one should possess the right set 
of skills related to various underlying fields of statistics and 
computer science. However, the list of skills mentioned in 
the Table 1 got the highest score from survey responses. 
Henceforth, to validate the proposed algorithms, this article 

focused on extracting the special skills required for the data 
scientist role (Desired job role) as a case study.  

As per industry experts' opinions, besides the data 

scientist role, many other alternative jobs are also in 

demand nowadays. So, it is important to assist the job 

seekers in selecting the perfect jobs, which suit with 

his/her current skills and career desires. Focusing on a 

few, for example, software developers, web developers, 

system engineers, quality assurance engineers, power 

programmers, etc., dictionary-2 (Table 2) is constructed. 

It includes a set of skill types required for other alternative 

jobs (respective skills required for these alternative jobs 

also gathered from industry experts).   

 Required sample patterns for data scientist job roles are 

defined in dictionary-1 and patterns for other alternative jobs 

are defined in dictionary 2 (Table 1 and 2 respectively). 

Results of a count of each skill type for the data scientist role 

are plotted using Matplotlib as shown in Fig. 1. The graph 

has been plotted by considering the count of skill values 

against X- the axis and candidates against the Y-axis.  

 The detailed roadmap of how JOB_DJ and 

JOB_Alternate are applied to the data scientist job role 

and other alternative job roles is shown in Fig. 2. It 

includes several steps, the steps followed are: 

 

1. The knowledge base, Dictionary-1 is created, which 

includes the special skill set required for the data 

scientist role (Table 1) 

2. Another knowledge base, Dictionary-2 is created, which 

includes the other alternative job roles and respective 

skill types required. It can be considered for generating 

alternative job recommendations (Table 2) 

3. Resumes are parsed by Spa Cy, an advanced library 

of NLP 

4. The NLP Spa Cy library has the Matcher tool, which 

parses the whole resume to match the respective 

phrases in the Dictionary-1 

5. For each of the phrases found in the data frame, the 

count of the respective skill type in the SDJ will be 

updated 

6. Once the SDJ is built, JOB_DJ is used to match 

candidates’ skills with skill types of data scientist 

job role by comparing with the threshold, TSDJ 

7. If the candidate's skill values meet the threshold 

value, TSDJ, the candidate is assumed to be eligible 

and gets shortlisted for the data scientist role. Else it 

identifies the lacking skills and will be recommended 

to the candidate so that the candidate can improve 

8. Step 3 will be repeated to look for the phrases in the 

dictionary-2 

9. For each of the phrases found, the count of the 

respective skill type in the SAJb will be updated 

10. Once the SAJb is built, JOB_Alternate is used to 

match candidates’ skills with skill types of 

alternate jobs specified in the dictionary-2 
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11. If the candidate's skill values meet the threshold 

value, TSAjb, the candidate is assumed to be 

potential and alternative jobs will be recommended 

12. Else, in addition to this, the model also identifies 
the other candidates who don't possess the required 
skills; recommendations can be generated to 
improve on these skills 

 
Table 1: Dictionary-1: Skill set for SDJ (Data scientist) 

Statistics Machine learning  Deep learning  R language  Python language  NLP  Data engineering 

Statistics statistical Linear regression Neural network R PYTHON Nlp Aws 

Models  Logistic regression Keras theano  Ggplot Flask django Topic ec2  

Statistical K means random Face detection Shiny Pandas Modeling Amazon  
Modeling Forest Neural network Cran dplyr Numpy Lda named Redshift s3 

Probability normal  XGBOOST Svm Convolutional Tidyr Scikitlearn Entity Docker 

Distribution Naive bayes Pca Neural network Lubridate Sklearn Recognition Kubernetes 
Poisson Decision trees (cnn) Knitr Matplotlib Pos tagging Scala   

Distribution  SVD ensemble Recurrent  Scipy bokeh Word2vec Teradata 

Survival models  Models boltzman Neural  Statsmodel Word Google big 
Hypothesis testing  Machine Network (RNN)   Embedding Query aws 

Bayesian inference   Object   Spacy Lambda aws 

Factor analysis  Detextion yolo   Gensim nltk Emr hive 
Forecasting  Gpu cuda   Doc2vec Hadoop 

Markov chain   Tensorflow   Applications Sql 

  ISTM gan   Cbow bag od 
  Opencv   Words skip 

     Gram bert 
     Chat bot 

 
Table 2: Dictionary-2: Skill set for SDJ (Data scientist)  

Software developer System engineer  Power programmer  Quality assurance engineer  Android developer  Web developer  

Machine learning Assembly language Scala IOT Java  HTML 
and artificial  Programming Akka  Block chain Android SDk CSS  

Intelligence Microsoft office  Play  RFID  Android Analytical    

Cloud computing Oracle  Java/JEE  Artificial Studio Skills  
Software testing  Java Spring boot Intelligence XML Back end 

Docker and SQL Cloud foundry Ranorex Kotlin basics   

kubernete Statistical methods Docker Test Plant eggplant Object-oriented Javascript   
DevOps  GAMP ReactJS Robot Framework oriented Search 

Python  Cisco networking Angular JS Watir fundamentals Engine 

java  C++ Express JS Unified Functional SQL Optimization 
C  Algebra Node.js Testing (UFT) Material Jquery 

C++ Computer networks Mongo DB Katalon Studio Design Graphic  

PHP GxP Cassandra Selenium language Design  
C#  Linux Hadoop HDFS  Python Applications

    Node.js 
    .Net 

 
 

 
 

Fig. 1: SDJ (data scientist): The count of skill values for each skill type   
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Fig. 2: High-level view of skill selection for resume shortlisting 

 

Results and Discussion 

On inputting SDJ and SAJb to JOB_DJ and 

JOB_Alternate respectively, another data frame (CSV) is 

obtained; which meets the objectives mentioned in the 

above algorithms. For effective visualization, Tableau is 

used by considering this CSV file as input. Tableau is one 

of the data-visualization tools, used to show the objectives 

of this study in an effective manner. The respective 

candidate’s status can be viewed in Fig. 3. 

In addition to shortlisting the candidates, the model 

also focuses on: 

 

1. Based on the candidate's existing skills, alternative 

jobs can be recommended so that the potential 

candidate shouldn’t lose an opportunity (Fig. 4)  

2. Another main contribution of this article is to 

identify and recommend additional skills required 

by other latent candidates who are not skilled 

enough (Fig. 5). This helps candidates in improving 

their profile to meet career goals 

 
A tree map chart has been used to describe all the 

candidates' details like their status, feedback, and 
alternative jobs (Fig. 6) Treemapping is a data 
visualization technique under Tableau that is used to 
display hierarchical data. 

 The primary objective of this article is to shortlist the 

candidates for the data scientist role. In this article, an 

objective is to eliminate candidates with common skills, 

therefore, the Threshold (TSDJ) value is set to two. 

Among seven input candidate resumes, it can be observed 

that only one candidate is known to be eligible and 

shortlisted for the data scientist role; one candidate is known 

to be potential, alternate jobs can be recommended; and for 

the other five latent candidates, feedback can be generated to 

improve upon the skills which candidate doesn't possess. The 

value of the threshold can be increased gradually to analyze 

the total number of eligible candidates' resumes. 



Channabasamma A. and Yeresime Suresh / Journal of Computer Science 2022, 18 (7): 612.621 

DOI: 10.3844/jcssp.2022.612.621 

 

618 

Table 3: The performance of JOB_DJ and JOB_Alternate 

Input TSDJ and TSAJB  Algorithm  TP  FP  TN  FN  Accuracy  

7  2           JOB_DJ 2  1  2  2  0.57 
 2  JOB_Alternate 
30  2  JOB_DJ 8  7  6  9  0.46 
 1  JOB_Alternate 
1096  1  JOB_DJ 
 1 JOB_Alternate  279  153  446  218  0.66  

 
Table 4: The performance of different resume recommendation systems 

System #  # Shortlisted resumes  Accuracy  

System-1  51  51/67 = 0.761  
System-2  53  53/67 = 0.791  
System-3  48  48/67 = 0.716  
Proposed system  56  56/67 = 0.835 
(Using JOB_DJ)    

 
Table 5: Comparison of JOB_DJ with traditional systems 

Criteria  JOB_DJ  Traditional systems  

Unstructured data Yes  No 
(.pdf, .jpeg, .doc etc.)    
Utilization of existing skills  Yes  Partially  
Feedback to improve lacking skills  Yes  No  
Alternate job Yes  Yes   
Recommendations 

 

 
 

Fig. 3: Candidates’ status 

 

If the number of eligible candidates is shown to be 

decreased, the threshold value can be reduced and 

monitored. It can be noticed that by decreasing the value 

of the threshold, the candidates with common skills would 

increase. The value of the threshold can be gradually 

changed as per the requirement of Human Resources.

To exhibit the effectiveness of the proposed algorithms, 

various numbers of resumes have been passed and tried 

for a different levels of thresholds. The performance of 

both JOB_DJ and JOB_Alternate algorithms has been 

shown in Table 3. The performance of the model is 

evaluated by comparing the results obtained by JOB_DJ 

with the results of manual inspection. With the manual 

verification, it is confirmed that out of 100 candidates, 

only 67 candidates are having the minimum required 

skills to be shortlisted. To predict the accuracy, the same 

set of resumes was given as input to different resume 

recommendation systems (System-1, System-2, and 

System-3), and the prediction is recorded in Table 2. 

Figure 7 shows the graphical representation.  

The performance of the proposed system using JOB_DJ 

is compared with the results of the most preferable 

recommender systems in the literature survey. The results 

obtained by the proposed method excel the traditional 

methods mathematically and practically (Table 3 to 5). 

The article proposes algorithms that can be applied to 

any of the job roles given the dictionary of skillset for 

the respective jobs; taking one as the desired one and 

the other as alternative job roles. It focuses mainly on 

the extraction of information from resumes. The 

proposed system parses resumes effectively and 

efficiently as the system is independent of the order and 

format of the documents; thereby reducing the burden 

of entering long forms by the candidate.
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Fig. 4: Recommendations for alternative jobs 

 

 
 

Fig. 5: Identifying and recommending required skills 

 

 
 

Fig. 6: Visualizing the individual candidate's summary 



Channabasamma A. and Yeresime Suresh / Journal of Computer Science 2022, 18 (7): 612.621 

DOI: 10.3844/jcssp.2022.612.621 

 

620 

 
 

Fig. 7: Performance of different resume recommendation systems 

 

Conclusion 

In this study, two algorithms have been proposed with 

the objective of skill matching with the desired job role 

and alternate job recommendations by incorporating raw 

data (.pdf, .doc). Further, it incorporates the feedback to 

improve the algorithm performance along with 

identifying the lacking skills as side information. It has 

been proved that adding user contextual information in the 

JOB_Alternate algorithm (such as the skills that an 

employee currently possesses, to recommend alternative 

jobs) generally improves the prediction accuracy for 

talent acquisition. The proposed system parses resumes 

effectively and efficiently as the system is independent of 

the order and format of the documents; thereby reducing 

the burden of entering long forms by a candidate. To 

enhance the accuracy of the system's recommendation 

results, the shortlisting process can be further enhanced to 

drill down from the data scientist role to include sub-roles 

in the future. Further, it focuses on a two-way 

recommendation system. In this study, an approach was 

developed by exploring only the skill section to identify 

potential resumes. Future work can be extended to explore 

more contextual information about the employee in other 

sections of the resume.  
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 The effect of nano-sized B4C particulates on the Zn85-Sn15 alloy has been 
investigated. Composites reinforced with B4C of (0%, 2%, 4% and 6%, by 
weight) are manufactured by two step stir casting. Microstructural studies 
carried out by SEM, EDS, and XRD and mechanical testing like tensile, hardness, 
and impact were performed on cast samples. The criteria for determining 
strength and fractography are met. EDS analysis confirms the homogeneous 
distribution of B4C particles in the Zn-Sn matrix seen in SEM micrographs.  XRD 
examination revealed the B4C phases in the Zn-Sn alloy matrix as well. When 
B4C reinforcement is added to the basic matrix alloy, it improves its hardness 
and tensile strength with slight decrease in the ductility and impact strength. 
Further, tensile and impact fractured surfaces were studied to know the 
different fracture mechanisms. 
 

 

 

© 2022 MIM Research Group. All rights reserved. 

 
Keywords:  
 
Zn-Sn Alloy;                 
B4C;                               
Stir Casting;                            
Hardness;                       
Tensile Strength; 
Impact Strength  

 

1. Introduction 

Materials are the starting point for determining human age and the ability to meet daily 
demands. For a long time, people have had access to and used materials. We can 
understand that human advancements are about human usage and utilization of 
materials for social beneficial capacities, research, and innovation if we focus on the 
historical environmental variables of human growth [1].  

As a novel material system, metal matrix composites (MMCs) have staked a claim in a 
wide variety of engineering fields. Domain-specific applications for these materials can be 
found in a variety of fields, such as transportation, aerospace, and medicine. Increased 
strength, increased stiffness, resistance to corrosion and wear, superior damping 
characteristics, a low coefficient of thermal expansion, etc. are just some of the properties 
that can be combined in metal matrix composites. 

It exemplifies humanity's ability to comprehend and alter nature. When a new process for 
creating material is developed, the benefit will also increase dramatically, and human 
culture will advance [2, 3]. As a result, materials have evolved into a picture of human 
progress and have progressed toward being achievements for separating periods of 
human history. B4C nanoparticles were supported to Zinc-compound composite using a 
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liquid metallurgical course, in which the blending strategy was accomplished while 
pouring the particles to avoid agglomeration of particulates and to achieve a normal 
homogeneous dispersion of nano particulates in the molten [4, 5].  

Copper, zinc, and aluminium alloys are some of the most frequently used materials for 
bearing applications. These days, copper-zinc alloys and copper-tin alloys are used in a 
wide variety of commercial industries in place of pure copper. A lot rides on the 
properties constituents for MMCs to be successfully produced, used, and have their 
desired properties. Much of the fundamental research in MMCs has focused on the 
structure and behavior of the interface region. Researchers have created composites of 
Al, Cu, Zn, and Mg by incorporating SiC, Al2O3, B4C, and graphite particles into the alloys in 
liquid, semisolid, and powder metallurgical forms (PM). 

There are benefits to using a stir casting method, but it is still difficult to create high-
quality particulate reinforced MMCs. The true challenges lie in achieving a strong bond 
between the Cu matrix combination and the reinforcement, limiting or avoiding the 
interfacial response between the framework compound and the fortification, and 
increasing the wettability of the fortification in the lattice material. It is common practice 
to add trace amounts of reactive metals like magnesium, titanium, and the like to copper 
melt in order to increase its wettability. In addition, wettability can be improved by 
employing metallic covered fortifications such as graphite, TiO2, Al2O3, and SiC.  

In addition, studies using B4C as reinforcement to synthesize zinc-tin alloy with B4C 
composites by liquid melt technique are extremely limited. The microstructure and 
mechanical properties of the prepared composites of Zn-Sn alloy with boron carbide are 
then analyzed. 

By adding particles in preheated cast iron die by two step method.   Prepared samples are 
machined according to ASTM principles to complete essential tests such as tensile, 
hardness, wear, and microstructure tests [6]. Because of its remarkable hardness, 
outstanding strength, high wear and impact strength, B4C is a more prominent support 
material [7, 8]. The aim of this work is focusing on a wide scope of utilizations in airplane, 
vehicle, auto and other designing applications further writing survey uncovers that many 
works have been done on the utilization of micro-particles as reinforcement to blend 
copper-micro composites by liquid metallurgy procedure [9, 10]. The expected micro-
particles molecule has thickness viable with that of aluminum and copper for all intents 
and purposes high hardness. Upgraded two phase mix stir cast successions is created for 
the composite. Delivered Zn-15Sn alloy with 500 nano size B4C reinforcement composites 
are then suspended to different analyses to concentrate on mechanical and wear conduct 
[11, 12]. 

2. Experimental Details  

Composites using a two-stage melt stir strategy with Zinc 85 percent-Tin15 percent wt. 
(Fig. 1a) were synthesized. Boron carbide particles with 2, 4 and 6 wt. % were used as the 
reinforcement in the Zn-Sn matrix alloy. For casting, an electric furnace with a power 
rating of 60 kW and a maximum temperature of 800˚C is used (Fig. 2a). A graphite 
crucible with the required weight percent of Zn-Sn composite network material in billet 
shapes was placed inside the heater and kept at a temperature of roughly 450°C. At this 
temperature, the entire Zn-Sn compound melted, allowing the base combination to 
dissolve and works out the needed wt. % of B4C powder [13, 14]. 

The nano B4C composites with Zn-Sn alloy matrix with 2% B4C are made using a liquid 
metallurgy method and a stir technique. Metal ingots of a specific amount of Zn-Sn alloy 
are loaded into an electric furnace and heated until they melt. As, zinc-tin alloys melt at 
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around 419˚C, but here, the molten metal has already been superheated to 450˚C. Melting 
and superheating temperatures are recorded using thermocouples calibrated for the 
appropriate temperature range. Crucibles are filled with solid hexachloroethane (C2Cl6) 
for about three minutes to degas the superheated molten metal. Zirconium ceramic is 
applied to a steel rotor mounted on a shaft stirrer to agitate the liquid metal. By rotating 
the stirrer at a speed of about 300 rpm, the molten metal is agitated to the point where a 
vortex is created. The stirrer is immersed in the molten metal, taking up about 60% of the 
depth in the crucible. In addition to stirring the molten metal, a small amount of nano B4C 
particulates, equal to about 2% by weight of charged zinc-tin alloy, must be heated to 
about 300°C in a separate heater before being slowly poured into the molten metal 
vortex. Wetability between the Zn-Sn alloy matrix and the B4C reinforcement particulates 
is brought to a point where interfacial shear strength can be established by continuing to 
stir the mixture for an extended period of time. The nano composites with a Zn-Sn and 2 
wt.% B4C composition are made by pouring a molten metal mixture containing a Zn-Sn 
alloy matrix and B4C composites into cast iron moulds of 125 mm length and 15 mm 
diameter dimensions. Further, Zn-Sn alloy with 4 and 6 wt. % of nano B4C reinforced 
composites were synthesized by similar process. Figure 2 (a-b) are showing the stir cast 
set up and die used to prepare composites. 

 

 

(a) (b) 

Fig. 1 (a) Zn-Sn matrix (b) Nano B4C particles                     

  

(a) (b) 

Fig. 2 (a) Stir cast set up (b) Cast iron die                     
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For the purpose of determining whether or not reinforcing particles are distributed 
uniformly throughout the Zn-Sn alloy, the cast specimen is then subjected to a scanning 
electron microscopy (SEM) (TESCAN VEGA 3 LMU, Czech Republic) microstructural 
investigation. Both Zn-Sn alloy and Zn-Sn reinforced composites containing 2 to 6, wt.% 
of B4C are imaged microscopically. The microstructure sample is 15mm in diameter and 
5mm in height.  

The specimen is machined in accordance with ASTM standard E10 [15] for hardness 
testing. A Brinell hardness tester (Krystal Industries, Ichalkaranji) is used to get an idea 
of the material's tensile strength, or how tough it is. The surface of the polished specimen 
is flawless. The depression is made using a ball indenter with a 5 mm diameter and 250 
kg of pressure. Three indentations are made into the surface of the specimen and the 
results are recorded and counted. 

The specimens are machined in accordance with ASTM standard E8 to investigate the 
tensile behavior of Zn-Sn alloy and Zn-Sn alloy with various percentages of B4C 
composites. Testing tensile strength, studying the behavior of ZN-Sn alloy reinforced 
composites under unidirectional tension, and evaluating the uniform distribution effect 
are all possible with the help of a computer-measured tensile machine by Instron. This 
specimen measures 104 mm in total length, 45 mm in gauge length, and 9 mm in gauge 
diameter. This tensile test is useful for assessing the mechanical properties of composites 
and as cast alloys. The schematic diagram of tensile test specimen is shown in Fig. 3. 

 

Fig. 3 Schematic diagram of tensile test specimen 

Impact test is conducted by using Charpy impact testing machine. The specimen used for 
the impact test is shown in the Fig. 4. The test is conducted on the Zn-Sn alloy and Zn-Sn 
alloy with 2, 4 and 6 wt. % of nano B4C reinforced composites as per ASTM E23 standard. 

 

Fig. 4 Schematic diagram of impact test specimen 

3. Results and Discussion 

 3.1. Microstructural Analysis 

The microstructure of synthesized composites using as-cast Zn-Sn matrix alloy (Fig.5a), 
Zn-Sn-2 wt. percent B4C (Fig.5b), Zn-Sn alloy with 4 wt. percent B4C (Fig.5c), and Zn-Sn 
alloy with 6 wt. percent B4C composites are characterized using SEM (Fig. 5d). 
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(a) (b) 

  

(c) (d) 

Fig. 5 SEM micrographs of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2 wt.% of 
B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4C (d) Zn-Sn alloy matrix with 6 wt. % of B4C 

composites 

Fig. 5 (b-d) demonstrates the appropriation of B4C support particulates in various wt. % 
of B4C, and it can be seen that the particles were dissolved finely and uniformly with no 
formation clustering. Furthermore, due to its sophisticated two-stage support blending 
method, the predicted metal grid composites show remarkably low isolation [16]. 

Fig. 6(a) represents the EDS of the Zn-Sn matrix whereas Fig. (b-d) can demonstrate the 
presence of boron particles in the Zn-Sn compound lattice. By displaying B and C 
materials in EDS testing, this diagram further revealed that boron and carbide 
components may be found in the Zn –Sn alloy matrix. 

Fig. 7 shows an XRD examination of Zn-Sn alloy and Zn-Sn alloy with 6 wt. % B4C 
particles (Fig. 7b). XRD investigation confirms the presence of the Sn stage over the Zn 
network and boron carbide stage in the Zn- Sn matrix. 
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(a) 

 

(b) 

 

(c) 
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(d) 

Fig. 6 EDS spectrums of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2 wt.% of 
B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4C (d) Zn-Sn alloy matrix with 6 wt. % of B4C 

composites 

 

(a) 

 

(b) 

Fig. 7 XRD patterns of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 6 wt. % of B4C 
composites 
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3.2. Hardness Measurements 

Hardness benefits from a combination of Zn-2, and 6wt. % in the current research. Brinell 
hardness analyzer has found percent B4C composites. Fig. 8 shows the hardness of Zn-2, 
4& 6, wt% of B4C composite is higher than Zn basis matrix in terms of percentage [17]. 
With increasing of B4C particles, a significant increase in the composite matrix hardness 
can be detected. The presence of B4C particles in the framework Zn alloy is the main 
reason for this. The hardness of the composite material is improved whenever firm 
reinforcement is consolidated into a delicate base alloy. As can be seen in Figure.8, the 
Brinell hardness increases as the B4C particles are increased. The tougher particles are 
responsible for the increase in hardness [18]. 

Table 1. Hardness of Zn-Sn alloy and its nano B4C composites with standard deviation 

Material Composition Hardness (BHN) 

Zn-Sn Alloy 82.03  ± 1.50 

Zn-Sn – 2 wt. % B4C 88.53  ± 1.43 

Zn-Sn – 4 wt. % B4C 100.20  ± 1.15 

Zn-Sn – 6 wt. % B4C 115.02  ± 1.16 

± - SD (Standard Deviation) 

 

Fig. 8 Hardness of Zn-Sn alloy and its nano B4C composites 

3.3. Tensile Properties 

Fig.9 shows the ultimate strength (UTS) and yield strength (YS) for Zn alloy, and 2, 4 and 
6 wt. percent B4C composites. The proximity of hard B4C particles is credited with the 
improvement in ultimate and yield strength. 

Ultimate and yield strength of as-cast Zn alloy with 2, 4 & 6 wt. % B4C reinforcement, as 
illustrated in the Fig. 9. Boron carbide particles enhanced the yield Strength of the base 
matrix. Zn-Sn combination. In a fine Zn composite base network, ceramic particles are 
uniformly combined [19]. Many ceramics, such as boron ceramics, will resist external 
weight in contrast to delicate materials, and as a result, they will not twist plastically 
successfully, increasing their yield resistance rate. 

The tensile properties of these materials might be affected by the consistency of the 
particle dispersion. It has been demonstrated that these are currently quite 
homogeneous, so it is anticipated that they will not significantly affect the trends of the 
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current work. Clusters can cause localized damage that compromises a material's 
strength and ductility. In this sense, such aggregations may be viewed as pre-loading 
danger zones. It is important to note that clustering is often more prevalent in 
composites reinforced with small particulates, despite the fact that these composites 
appear to have greater strength and ductility than materials containing coarse particles. 
Any areas of clustering must be kept to a minimum if top performance is desired, and this 
is especially true for nanoparticle-reinforced composites. 

Table 2. Tensile properties of Zn-Sn alloy and its B4C composites with standard deviation 

Material Composition 
Ultimate Tensile 
Strength (MPa) 

Yield Strength (MPa) 

Zn-Sn Alloy   315.15  ± 1.54    248.37  ± 1.21 

Zn-Sn – 2 wt. % B4C      330.32  ± 1.12    266.86  ± 1.33 

Zn-Sn – 4 wt. % B4C      357.44  ± 1.39    295.09  ± 0.97 

Zn-Sn – 6 wt. % B4C      394.46  ± 0.56    326.03  ± 0.94 

 ± - SD (Standard Deviation) 

 

Fig. 9 Ultimate and yield strength of Zn-Sn alloy and its nano B4C composites 

 

Fig. 10 Elongation of Zn-Sn alloy and its nano B4C composites 
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Elongation of as-cast Zn composite with 2, 4 6 wt. % of B4C reinforcement is shown Fig. 
10. It was shown that as boron carbide particles increased in base matrix the % of 
elongation is reduced, as shown in Figure.11. Harder particles are consistently integrated 
into the Zn-Sn base alloy [20].  Due to two step stir action hard boron carbide particles 
are distributing uniformly throughout the base solution, hence substitution solid solution 
was achieved. As results, boron is influencing on delicate base alloy, then base alloy 
successfully opposes plastically, increasing yield strength rate and diminishes the 
machinability and % of elongation. 

Fig. 11 (a-d) are representing stress-strain graphs of as cast Zn-Sn alloy, Zn-Sn alloy with 
2, 4 and 6 wt. % of nano B4C reinforced composites. Boron carbide reinforced Zn-Sn alloy 
composites exhibited superior load carrying capacity as compared to the as cast Zn-Sn 
alloy. The ultimate tensile stress of as cast Zn-Sn alloy is 311115 MPa, as weight 
percentage of B4C particles content increased in the Zn-Sn alloy, the tensile strength 
incraesed. Zn-Sn alloy with 2, 4 and 6 weight % of boron carbide reinforced composites 
exhibits 330.32 MPa,  357.44 MPa and 394.46 MPa respectively with reduced strain. The 
increase in load carrying capacity with addition of B4C is mainly due to the load bearing 
capacity of hard carbide particles during tensile laoding onditions. 

 

(a) 

 

(b) 
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(c) 

 

(d) 

Fig. 11 Stress-strain graphs of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy matrix with 2 
wt.% of B4C (c) Zn-Sn alloy matrix with 4 wt. % of B4C (d) Zn-Sn alloy matrix with 6 wt. 

% of B4C composites 

3.4. Tensile Fractography 

Fig. 12 shows the tensile fractured surfaces of as-cast Zn alloy and Zn-Sn alloy with 6 wt. 
percent of B4C composites (a-b). The goal of the tensile fracture surfaces research is to 
see how boron carbide particles alter Zn alloy fracture behavior [21]. The particles were 
equally distributed throughout the matrix alloy in the current investigation, boosting 
microhardness, ultimate, and yield strength while lowering ductility. Interfaced cohesion 
between the Zn –Sn alloy matrix and B4C particles, reinforcement fracture, and matrix 
failure are all causes of failure in particle-reinforced metal composites [22]. 

The as-cast Zn alloy's tensile cracked surface in Fig. 12 (a) shows larger and more 
uniform dimples, indicating malleable fracture. On the cracked surfaces of Zn alloy 
reinforced with 6 wt .% of B4C particles (Fig.12b), the size dimples are less than on the 
as-cast Zn matrix. On the fracture surfaces of composites, electron microscopy revealed 
particle decohesion with the matrix and reinforcement [23]. The particle fracture is less 
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ductile in the majority of cases, and the surface is smooth and crisp, showing that the 
particle is broken rather than decreased, implying that high interface strength dominates 
these composites. 

  

(a) (b) 

Fig. 12 Tensile fractured surfaces SEM images of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy 
matrix with 6 wt. % of B4C composites 

3.5. Impact Strength and Fractography 

The impact strength of Zn alloy reinforced metal composites containing 2 to 6 wt.% B4C 
particles is shown in Fig 13. The impact strength of Zn alloy as-cast is 3.5 J, but the impact 
strength of Zn-Sn alloy with 2, 4 and 6 wt.% of B4C composites are 3.0, 2.49 and 2.0 J 
respectively with the addition of ceramic particles. Because of the hard particle and 
matrix contact, composites absorb less energy than as-cast Zn matrix. The creation of a 
hard interface between the matrix and reinforcement is influenced by load transfer, 
which is critical for improving composite brittleness [24]. 

 

Fig. 13 Impact strength of Zn-Sn alloy and its nano B4C composites 

Impact cracked surfaces of as-cast Zn alloy, Zn-2 wt. per cent, and Zn-6 wt. percent, SEM 
micrographs Figure 10 depicts B4C reinforced composites. The Zn-Sn alloy matrix has 
larger dimples with voids, as shown in Fig. 14 (a), while the matrix alloy tends to have 
smaller dimples and voids after introducing B4C particles, as shown in Fig. 14 (b). The 
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soft matrix was turned into a brittle substance by the inclusion of ceramic particles. The 
impact strength of the newly developed composites is reduced due to strong interfacial 
bonding between the Zn matrix and B4C- particles. The impact strength of the newly 
generated composites is lowered due to strong interfacial bonding between the Zn matrix 
and B4C- particles. Brittle materials absorb fewer loads than soft or ductile materials; 
however, the impact strength of the newly developed composites is reduced. The fracture 
surfaces of particles reinforced composites containing 2 and 6 weight per cent particles 
indicate a sharp brittle fracture mode [25]. 

  

(a) (b) 

Fig. 14 Impact fractured surfaces SEM images of (a) as-cast Zn-Sn matrix (b) Zn-Sn alloy 
matrix with 6 wt. % of B4C composites 

4. Conclusions 

A stir casting process was used to make Zn-Sn alloy with 2, 4 and 6 wt. % of B4C 
composites. The prepared composites were studied for microstructural characterization 
by using SEM, EDS and XRD. Scanning electron micrographs were shown the dispersion 
of boron carbide particles in the Zn-Sn alloy matrix. Further, boron carbide particles in 
the Zn-Sn alloy matrix were confirmed by the EDS spectrums containing the Boron and 
Carbon elements, XRD patterns recognized by the Zn, Sn and B4C phases in the prepared 
matrix. With the incorporation of nano sized boron carbide particles various mechanical 
properties like, hardness, ultimate and yield strengths were improved. The percentage 
improvement in the hardness of Zn-Sn alloy with 6 wt. % of boron carbide particles is 
40%. As weight percentage of boron carbide particles were increased to 2 to 6 wt. % in 
the Zn-Sn alloy, ultimate and yield strengths were improved. Ultimate tensile strength of 
as-cast Zn-Sn alloy was 315.15 MPa, with 6 wt. % of nano boron carbide particles it was 
found 394.46 MPa. Addition of hard ceramic particles decreased ductility of Zn-Sn alloy, 
the lowest ductility was observed in the case of Zn-Sn alloy with 6 wt. % of B4C particles. 
Stress-strain patterns of Zn-Sn alloy with boron carbide particles reinforced composites 
exhibited superior load carrying capacity as compared to the as-cast Zn-Sn alloy. Tensile 
fractured surfaces of as-cast Zn-Sn alloy indicated the ductile mode of fracture, whereas 
composites shown brittle fracture. Hard particles addition affected on the impact energy 
of Zn-Sn alloy, impact strength of Zn-Sn alloy decreased as weight percentage of boron 
carbide particles increased from 2 to 6 weight percentage in the Zn-Sn alloy. Further, 
different fracture mechanisms were observed in the case of as-cast Zn-Sn alloy and its 
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boron carbide reinforced composites. Hence, these Zn-Sn alloys with nano born carbide 
particles composites can be used for future load bearing applications. 

References 

[1] Nagesh SN, Siddaraju C, Prakash SV, Ramesh MR. Characterization of brake pads by 
variation in composition of friction materials. Procedia  Materials Science, 2014; 5: 
295-302. https://doi.org/10.1016/j.mspro.2014.07.270 

[2] Manjunatha SS, Manjaiah M, Basavarajappa S. Analysis of factors influencing dry 
sliding wear behaviour of laser remelted plasma sprayed mo coating using response 
surface methodology. Achieves of Metallurgy and Materials, 2018; 63 (1): 217-225. 
https://doi.org/10.1080/17515831.2017.1407473  

[3] Dineshkumar S, Sriram S, Surendran R, Dhinakaran V. Experimental investigation of 
tensile properties of Ti-6Al-4V alloy at elevated temperature. International Journal of 
Recent Technology and Engineering, 2019; 8(1):103-107. 

[4] Prasad GP, Chittappa HC, Nagaral M, Auradi V. Influence of B4C reinforcement 
particles with varying sizes on the tensile failure and fractography of LM29 alloy 
composites. Journal of Failure Analysis and Prevention, 2020; 20(6): 2078-2088. 
https://doi.org/10.1007/s11668-020-01021-6  

[5] Ali Z, Muthuraman V, Rathnakumar P, Gurusamy P, Nagaral M. Studies on mechanical 
properties of 3 wt.% of 40 and 90 µm size B4C particulates reinforced A356 alloy 
composites. Materials Today: Proceedings, 2022; 52: 494-499. 
https://doi.org/10.1016/j.matpr.2021.09.260  

[6] Anne G, M. Ramesh MR, Shivananda Nayaka, Arya SB, Sahu S. Microstructure 
evolution and mechanical and corrosion behavior of accumulative roll bonded Mg-
2%Zn/Al-7075 multilayered composite. Journal of Materials Engineering and 
Performance, 2017;26 (4):1726-1734. https://doi.org/10.1007/s11665-017-2576-z  

[7] Kumar HSV, Kempaiah UN, Nagaral M. Impact, tensile and fatigue failure analysis of 
boron carbide particles reinforced Al-Mg-Si (Al6061) alloy composites. Journal of 
Failure Analysis and Prevention, 2021; 21: 2177-2189. 
https://doi.org/10.1007/s11668-021-01265-w  

[8] Pathalinga PG, Chittappa HC, Nagaral M, Auradi V. Effect of the reinforcement particle 
size on the compressive strength and impact toughness of LM29 alloy B4C 
composites. Structural Integrity and Life, 2019;5 (7):231-236. 

[9] Nagaral M, Auradi V, Kori SA, Vijaykumar H. Investigations on mechanical and wear 
behavior of nano Al2O3 particulates reinforced AA7475 alloy composites. Journal of 
Mechanical Engineering and Sciences, 2019; 13(1):4623-4635. 
https://doi.org/10.15282/jmes.13.1.2019.19.0389  

[10] Harti J, Prasad TB, Nagaral M, Rao KN. Hardness and tensile behavior of Al2219-TiC 
metal matrix composites. Journal of Mechanical Engineering and Automation, 2016; 
6(5A): 8-12. 

[11] Ali Z, Muthuraman V, Rathnakumar P, Gurusamy P, Nagaral M. Investigation on the 
tribological properties of copper alloy reinforced with Gr/ZrO2 particulates by stir 
casting route. Materials Today: Proceedings, 2020; 33: 3449-3453. 
https://doi.org/10.1016/j.matpr.2020.05.351  

[12] Balaraj V, Nagaraj K, Nagaral M, Auradi V. Microstructural evolution and mechanical 
characterization of micro Al2O3 particles reinforced Al6061 alloy metal composites. 
Materials Today: Proceedings, 2021; 47: 5959-5965. 
https://doi.org/10.1016/j.matpr.2021.04.500  

[13] Krishna Prasad S, Samuel Dayanand, Rajesh , Madeva Nagaral, Auradi V, Rabin 
Selvaraj. Preparation and Mechanical Characterization of TiC Particles Reinforced 
Al7075 Alloy Composites, Advances in Materials Science and Engineering, 2022, 

https://doi.org/10.1080/17515831.2017.1407473
https://doi.org/10.1007/s11668-020-01021-6
https://doi.org/10.1016/j.matpr.2021.09.260
https://doi.org/10.1007/s11665-017-2576-z
https://doi.org/10.1007/s11668-021-01265-w
https://doi.org/10.15282/jmes.13.1.2019.19.0389
https://doi.org/10.1016/j.matpr.2020.05.351
https://doi.org/10.1016/j.matpr.2021.04.500


Janamatti et al. / Research on Engineering Structures & Materials x(x) (xxxx) xx-xx 

 

15 

Article ID 7105189, https://doi.org/10.1155/2022/7105189. 
https://doi.org/10.1155/2022/7105189  

[14] Nagaral M, Auradi V, Kori SA, Reddappa HN, Jayachandran, Shivaprasad V. Studies on 
3 and 9 wt. % of B4C particulates reinforced Al7025 alloy composites. In AIP 
Conference Proceedings, 2017; 1859, 1: 020019. https://doi.org/10.1063/1.4990172  

[15] Nagaral M, Deshapande RG, Auradi V, Satish BP, Samuel D, Anilkumar MR. 
Mechanical and wear characterization of ceramic boron carbide-reinforced Al2024 
alloy metal composites. Journal of Bio-and Tribo-Corrosion, 2021; 7(1):1-12. 
https://doi.org/10.1007/s40735-020-00454-8  

[16] Nagara M, Auradi V, Bharath V. Mechanical characterization and fractography of 100 
micron sized silicon carbide particles reinforced Al6061 alloy composites. 
Metallurgical and Materials Engineering, 2022; 28 (1): 17-32. 
https://doi.org/10.30544/639  

[17] Fazil N, Venkataramana V, Nagaral M, Auradi V. Synthesis and mechanical 
characterization of micro B4C particulates reinforced AA2124 alloy composites. 
International Journal of Engineering and Technology UAE, 2018; 7 (2.23): 225-229. 
https://doi.org/10.14419/ijet.v7i2.23.11954  

[18] Marco Z, Carlos ES, Alicia EA. Investigation on Al2O3 reinforced zinc aluminium 
matrix composites. Procedia Materials Science, 2015;8:424-433. 
https://doi.org/10.1016/j.mspro.2015.04.093  

[19] Jeng J, Xu J, Hua W, Xia L, Deng X, Wang S, Tao P, Ma X, Yao J, Jiang C, Lin L. Wear 
Performance of the lead free tin bronze matrix composite reinforced by short carbon 
fibers. Applied Surface Science, 2009;255:6647-6651. 
https://doi.org/10.1016/j.apsusc.2009.02.063  

[20] Ferguson JB, Schultz BF, Rohatgi PK. Zinc alloy ZA-8 shape memory alloy self healing 
metal matrix composite. Materials Science and Engineering A, 2015;620(3):85-88. 
https://doi.org/10.1016/j.msea.2014.10.002  

[21] Halil BK, Hasan U, Ahmet CT, Okan D, Ahmet A. Influence of sea water on mechanical 
properties of SiO2-epoxy polymer nanocomposites. Research on Engineering 
Structures and Materials, 2019;5(2):147-154. 

[22] Ahmet CT, Halil BK, Hasan U, Okan D, Ahmet A. Evaluation of low-velocity impact 
behavior of epoxy nanocomposite laminates modified with SiO2 nanoparticles at 
cryogenic temperatures. Research on Engineering Structures and Materials, 
2019;5(2):115-125. 

[23] Mei Z, Zhu YH, Lee WB, Yue TM, Pang GKH. Microstructure investigation of a SiC 
whisker reinforced eutectoid zinc alloy matrix composite. Composite Part A: Applied 
Science and Manufacturing, 2006;37(9):1345-1350. 
https://doi.org/10.1016/j.compositesa.2005.08.011  

[24] Wenlong Z, Xiang M, Dongyan D. Aging behavior and tensile response of a SiCw 
reinforced eutectoid zinc-aluminium-copper alloy matrix composite. Journal of Alloys 
and Compounds, 2017;727:375-381. https://doi.org/10.1016/j.jallcom.2017.08.130  

[25]Uppada RK, Putti SR, Mallarapu GK. Mechanical behavior of fly ash-SiC particles 
reinforced Al-Zn alloy based metal matrix composites fabricated by stir casting 
method. Journal of Materials Research and Technology, 2019;8(1):737-744. 
https://doi.org/10.1016/j.jmrt.2018.06.003  

https://doi.org/10.1155/2022/7105189
https://doi.org/10.1063/1.4990172
https://doi.org/10.1007/s40735-020-00454-8
https://doi.org/10.30544/639
https://doi.org/10.14419/ijet.v7i2.23.11954
https://doi.org/10.1016/j.mspro.2015.04.093
https://doi.org/10.1016/j.apsusc.2009.02.063
https://doi.org/10.1016/j.msea.2014.10.002
https://doi.org/10.1016/j.compositesa.2005.08.011
https://doi.org/10.1016/j.jallcom.2017.08.130
https://doi.org/10.1016/j.jmrt.2018.06.003


No: ATAL/2022/1671422319

ALL INDIA COUNCIL FOR TECHNICAL EDUCATION
Nelson Mandela Marg, Vasant Kunj, New Delhi – 110 070

AICTE Training and Learning (ATAL) Academy

Certificate
This is certified that V. Venkata Ramana, Professor of Ballari Institute of Technology and Management participated & completed successfully AICTE
Training And Learning (ATAL) Academy Blended/Hybrid FDP on "Leadership Excellence" from 2023-01-02-2023-01-07 to  2023-01-16-2023-01-20 at 
DEENBANDHU CHHOTU RAM UNIVERSITY OF SCI AND TECH .

Advisor-I, ATAL Academy
Mamta Rani Agarwal

Coordinator



No: ATAL/2022/1671713413

ALL INDIA COUNCIL FOR TECHNICAL EDUCATION
Nelson Mandela Marg, Vasant Kunj, New Delhi – 110 070

AICTE Training and Learning (ATAL) Academy

Certificate
This is certified that Raghavendra Joshi, Professor of BITM Ballari participated & completed successfully AICTE Training And Learning (ATAL)
Academy Blended/Hybrid FDP on "Leadership Excellence" from 2023-01-02-2023-01-07 to  2023-01-16-2023-01-20 at DEENBANDHU CHHOTU 
RAM UNIVERSITY OF SCI AND TECH .

Advisor-I, ATAL Academy
Mamta Rani Agarwal

Coordinator









2/6/24, 11:12 AM Vibrational behaviour and mechanical properties of hybrid polymer matrix composites reinforced with natural fibres: A review - Scie…

https://www.sciencedirect.com/science/article/abs/pii/S2214785321061654 1/3

Materials Today: Proceedings

Volume ��, Part �, ����, Pages ���-���

Vibrational behaviour and mechanical properties of hybrid polymer matrix

composites reinforced with natural fibres: A review

Mayur D. Pawar , Raghavendra Joshi

Show more

https://doi.org/��.����/j.matpr.����.��.���

Get rights and content

Abstract

Recent developments in technologies have amplified the practice of non-renewable resources namely natural fibres through manufacture. Composite reinforced

with natural fibres toughens in a more symbolic way and extensively related in polymer composite materials. Further, the plant fibres are used widely in polymer

composites is due to its little cost and noteworthy properties. The composite reinforced with natural fibres makes lighter compared to synthetic fibres. This

yielded the substantial requirement for natural fibre composites in industrialized sector for a secure atmosphere. The proper deployment of composite structures

is a critical issue and particularly the vibration is the key factor in the assessment of structural properties. The review focuses on hybrid polymer composite

reinforced with various kinds of natural fibres and their associated mechanical properties. Also, it outlines the applications pertaining to vibrational behaviour

characteristics.

Introduction

Composites are made from two or more constituent materials by retaining their individual properties. It is a single component at macroscopic level. The

beginning of composites was boosted based on requirement to encapsulate different material properties as a single unit. They are widely used in light weight

constructions and widely preferred over metals due to high strength to weight ratio. A Composite structure named Sandwich panels called as face sheets

comprising of two thin outer laminates are used in the study. Face sheets with a thick light weight core sandwiched in between them. It provided a good

compressive and tensile strength, while the core was observed with good shear strength. Sandwich panels can be made a good vibration damper by inserting a

visco-elastic core between the face sheets [1].

One of the basic challenges is a vibrational control in structures for design engineers. However, most of the vibration dampers do not have sufficient strength. This

can be overcome by incorporating high strength and good damping characteristics of sandwich plates. The good design concepts for sandwich panel are very

important in order to have high stiffness, low weight and good damping characteristics. However, the optimization of sandwich panels is not simple as it contains

many design variables, objectives and constraints to be satisfied for best suitable panel (K Senthil Kumar et al., 2013). Much research has been carried out on

sandwich panels, however the limited study on the same using hybrid polymer cores. Cashew nut shell liquid, a by-product from Cashew nut tree has been used

in most of the applications ranging from automotive brake linings to fabrics [2].

Natural fibres such as animal, mineral and plant fibres depends on their source. The majority natural form and common natural fibres are plant fibres. These are

labeled into bast fibres, leaf fibres, /seed fibres and grass/reed fibres. Jute, hemp, flax, kenaf and ramie are common types of bast fibres. Some of the leaf fibres are

Sisal, pineapple, abaca, and banana fibres. Further, the fruit/seed fibres include coir, kapok, coconut and cotton. Also bamboo, switch grass and Miscanthus are the

examples of Grass/reed fibres. These fibres are far and wide used in the fortification of polymer composites. The three main ingredients such as hemicelluloses,

cellulose, and lignin are present in numerous water-soluble amalgams except cotton, lignin, cellulose, waxes, hemicelluloses are few other plant fibres. The

natural fibres reinforced with composites used by researchers can be referred in Fig. 1.

Section snippets

Sources and properties of natural fibres

Researchers carried out work on composites reinforced with various natural fibres based on application. Also, they were carried out different techniques like

characterization after the sample preparation, evaluation of physical, mechanical and other relevant properties to suit the targeted application. Many authors and
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researchers found the main use of natural fibers from the polymer composites under the application of reinforcement by the addition of jute and kenaf fibers that

takes place for…

Natural fibre reinforcement for composite materials- methods

Natural fibre reinforced polymer composite materials have been noticed exceptional research in almost all engineering appliances due to advantageous

possessions such as little compactness, lightweight and biodegradable material in past few decades. H. S. Basavrajet al. [6] discussed the vibrational behaviour by

adding sandwich laminate to jute fibre reinforced matrix (CNSL-GP resin) that reflected in damping factors and frequencies using optimum approach. It has been

observed that the potential …

Conclusions

An extensive review was done to understand the earlier work carried out by researchers in the area of polymer matrix composites. The features of the composites

reinforced with natural fibres could prompt to replace other existing composites in commercial applications as they exhibits low density compared to synthetic

glass fibres. The different natural fibres used for the production of polymer matrix composites have been reviewed. The fabrication techniques and testing done

with various…
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Abstract:  Rotating machines are commonly employed in a wide range of industrial 
applications. To minimise failures, boost dependability, and reduce maintenance costs, 
condition-based maintenance must be implemented for spinning machinery. It is very critical to 
identify the fault and predict the life of any machines. Henceforth, present study is focused on 
reliability of machines using neural network by the aid of statistical tool named MATLAB which 
ensures the proper validation which has 99% accuracy for the obtained data.   
 
Keywords: Condition monitoring, FFT Analyzer, Neural Network, ISO severity chart 

 
1. Introduction 

 
In the modern era, industries have well equipped facilities to maintain the machines in stable 
condition. Machines operating at higher speeds starts to fail, if it’s not maintained regularly that 
in turn affects the health of machines leading to major disaster in industries. Henceforth it is 
necessary to suggest the optimum solution by framework predictive maintenance approach to 
enhance the life of rotating machines (1). Nowadays industrial maintenance is focused only on 
alarm indications and expertise reviews. The hazards of motor rotating at higher rpm leads to 
failure of machines if properly not maintained regularly also leading to major economic losses 
(2). 
 

2. Problem Identification 
 
In a steel manufacturing industry, products of various cross sections are to be produced. One 

of the issues with fault classification is the high dimensionality of rotating equipment. Many 
factors, including as load, saturation, unexpected operating conditions, electrical noise, and 
temperature, may all impact the fault identification process. So, its much essential for 
maintaining the accuracy level for validation using the statistical tool. 

 
3. Standard measurements for Critical Rotating Machine 

 
The predictive maintenance or condition monitoring is among the planning maintenance part 

of other maintenances such as a preventive and production maintenances and it involves the 
trending and analysis of the machinery performance parameters to detect and identify developing 
problems before a catastrophic failure can occur. The motor drive end of the machine was found 
to be in critical condition which are above 7.1mm/s at 60Hz and 1550rpm and to be followed 
according to vibration severity chart. The vibration program for maintenance of rotating 
machines is based on factors like plant survey, machine condition, measurement points and 
instrumentation selections, time period, tolerance etc.,  
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Figure 1: ISO 10816-3 Industrial machines with nominal power and speeds between 120 r/min 

and 15000 r/min  
 

The ISO 10816-3 Vibration Severity Chart as shown in above figure.1 is divided into three 
zones, the zone A (green) for vibration values from new machines, zone B (yellow) for machines 
without restriction and zone C (red)for machines in which the damage could occur any time. 
 
Table 1: Motor Drive End representing Frequency and speed versus different Velocities such as 

V-H(Horizontal), V-V(vertical), V-A(Axial)  
MOTOR – DRIVE END (DE) 

SL 
NO 

Frequency Velocity 
X in Hz RPM V-H V-V V-A 

1 20 1450 0.02 0.01 0.01 
2 40 1500 0.02 0.01 0.02 
3 60 1550 7.91 8.15 7.78 
4 80 1600 0.06 0.05 0.03 
5 100 1650 0.35 0.16 0.19 
6 120 1700 0.01 0.03 0.03 
7 140 1750 0.01 0.04 0.05 
8 160 1800 0.02 0.05 0.03 
9 180 1850 0.01 0.09 0.04 

10 200 1900 0.01 0.04 0.02 
11 220 1950 0.02 0.01 0.02 
12 240 2000 0.01 0.01 0.01 
13 260 2050 0.01 0.01 0.01 
14 280 2100 0.02 0.01 0.04 
15 300 2150 0.02 0.02 0.04 
16 320 2200 0.01 0.01 0.03 
17 340 2250 0.01 0.01 0.08 
18 360 2300 0.02 0.01 0.01 
19 380 2350 0.01 0.01 0.01 
20 400 2400 0.01 0.01 0.01 
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4. Results and discussions  
 

An Artificial Neural Network (ANN) is a data processing model inspired by how the human 
brain analyses data. There is a wealth of material outlining the fundamental architecture and 
parallels to organic neurons. The material here is restricted to a general overview of the various 
components involved in the ANN implementation. The network design or topology, which 
includes the number of nodes in hidden layers, network connections, initial weight assignments, 
and activation functions, is particularly crucial in ANN performance and largely relies on the 
situation at hand. 

 
Figure 2: Neural network topology having 3 inputs and 1 output 

 
Figure 2 shows the neural network for the motor drive end having three input and 10 hidden 
layers and one output wa established. Purelin and transig functions are used for further obtaining 
of results as a transfer functions. 
 

 
Figure 3: Algorithm and Regression window showing 1000 iterations of Epoch 

 
The Figure 3 shows the possible regression results established upon changing the values. The 
epoch of 1000 iterations was trained in the network having the performance value of 8.62e+03 
and gradient is 1.93e+04 with the maximum epoch readings. The values are consistent as per the 
literature survey examined. Hence this type of approach can be adopted for failure estimation of 
machines. 
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Figure 4: Regression validation output 

 
Figure 4 shows the validation of the results using Levenberg algorithm for obtaining regression 
values which has higher accuracy rate of 99%. 
 

5. Conclusion 

In this study, a generic methodology for detecting machinery faults using a pattern regression 
technique is proposed. This entails gathering data, extracting features, reducing high-dimensional 
data, and classifying it using MPL and closest neighbour. Although we utilized bearing fault 
diagnostics as illustrative examples, the suggested technique may be used to different 
applications by simply altering the sensory signal properties. The approaches described are 
appropriate for rotating equipment defect identification and diagnosis and found to be 99% 
accuracy when validated using neural network. Finally, maintenance strategy is implemented 
such that, it will be performed prior to the scheduled date. 
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Abstract: Increasing the number of Condition-Based Profitability and safety are given 

emphasis in monitoring activity. Maintenance is the prevention of anticipated problems by 

monitoring the machine in time for it to run, which involves process control, keeping the 

machine operating, logistics, and improvement. This paper focuses on a unique feature of 

predictive maintenance utilising the MATLAB tool's State space model and accuracy is more 

than 85%.  The frequency data is primarily collected from rotating machines using 

vibrometers, and the obtained spectrums are analysed using MATLAB for validation, which 

clearly defines the severity level of vibration in a component and to estimate the life of the 

machine by creating a state space model and analysing it using asset tool. 

Keywords: Maintenance, MATLAB, Frequency domain data, condition monitoring. 

1. Introduction 

Vibration analysis is an extensively measured parameter in many business programs. 

Vibration response measurements give valuable information on common issues. Both the 

analytical form and the window are included in the frequency domain data. However, 

frequency domain data have been used in a variety of applications, including nonlinear 

regression and compression. The signal is decomposed into time and frequency phrases of a 

wavelet, known as the mum wavelet, using frequency domain data. Frequency domain data 

are a powerful statistical tool that may be applied to a wide range of applications, including 

signal processing, data compression, and business management of gear-wheels. 

2. Investigation on Critical machine and Data acquisition 

The accelerometer is placed on motor non driving end to collect data using vibrometer.  

These measurements were done under full load conditions, and amplitude values in the axial 

and vertical directions were found to be dominant. Later, this gathered data is fed into a 

computer utilising Omnitrend software, where information is transmitted and useful in 

understanding the prior data also by trends, which helps in diagnosing the problem by 

verifying whether the readings are within allowed limits or not. The nature of the problem in 

GIS SCIENCE JOURNAL

VOLUME 9, ISSUE 10, 2022

ISSN NO : 1869-9391

PAGE NO:676



equipment is detected by its distinct vibration characteristics. By studying the vibration 

amplitude pattern, a localised problem may be identified without affecting the other bearings 

in the equipment.  

Table 1: Specifications of Mill Fan motor 

Type of Equipment Rotor Fan details 

Location Non-Drive End 

Pressure 780 MM WC 

Impeller diameter   2750MM 

Motor  Type 3-Phase Induction Motor 

Rating  590Kw 

Operating Voltage  7KV 

Full Load Current   71 Amp 

Motor Speed  990 RPM 

The reason of failure was determined by thoroughly inspecting the sources of bearing 

problems such as misalignment, mechanical looseness, and so on, and removing them one by 

one, which causes bearing failure. The details of Mill fan motor are shown in below Table 1 

and identified as high vibration response.  

Table 2: Data acquisition for Motor Non-drive end  

MOTOR – NON-DRIVE END (NDE) 

SL 
NO 

Frequency Velocity 
X in Hz V-H V-V V-A 

1 20 0.01 0.04 0.01 
2 40 0.01 0.05 0.05 
3 60 0.07 0.12 0.21 
4 80 0.04 0.08 0.33 
5 100 0.31 0.35 0.31 
6 120 0.01 0.1 0.1 
7 140 0.01 0.05 0.05 
8 160 0.01 0.03 0.08 
9 180 0.01 0.08 0.05 
10 200 0.01 0.01 0.06 
11 220 0.01 0.01 0.02 
12 240 0.01 0.01 0.01 
13 260 0.01 0.02 0.03 
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14 280 0.01 0.01 0.02 
15 300 0.02 0.03 0.01 
16 320 0.01 0.05 0.05 
17 340 0.01 0.02 0.02 
18 360 0.01 0.01 0.07 
19 380 0.02 0.01 0.05 
20 400 0.01 0.01 0.03 

 

The data measurements are collected from a variety of sources and analysed to identify 

equipment failure trends and determine what maintenance is required. Data capture, data 

manipulation, status detection, health evaluation, and prognosis assessment are all 

activities carried out during this stage and represented in below Table 2. 

 

Graph 1 : Graph shows frequency versus velocity with triaxial directions 

As per the above data collected with triaxial directions for different frequency, graph is 

drawn to show the highest peak in order to find the fault in machine. The common type of 

fault detection is generally categorised into two types namely data driven and model-

based approaches.  

3. Neural network 

A Neural Network (NN) is a data processing model inspired by how the human brain 

analyses data. There is a wealth of material outlining the fundamental architecture and 

parallels to organic neurons. The material here is restricted to a general overview of the 

various components involved in the NN implementation. The network design or topology, 
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which includes the number of nodes in hidden layers, network connections, initial weight 

assignments, and activation functions, is particularly crucial in NN performance and largely 

relies on the situation at hand. Figure 1 depicts a basic NN and its elements having 3 inputs 

and 1 output with 10 hidden layers. 

 

Figure 1: Neural Network flow diagram 

An artificial neural network models biological synapses and neurons and can be used to make 

predictions for complex data sets. Neural networks and their associated algorithms are among 

the most interesting of all machine-learning techniques.  

 

Figure 2: Regression results shown for training and test data 
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In this paper, explain the feed-forward mechanism, which is the most fundamental aspect of 

neural networks and it is much essential to show the best validation performed at certain 

epoch number having validation value is 88% which is greater than 85% obtained from 

training and test data. 

4. Validation 

Validation of the developed regression based simultaneous bearing fault diagnosis and 

severity identification methods on a bearing test rig with vibration signals utilizing seeded 

fault tests.  

 

Figure 3: Performance validation results having MSE and epochs 

The Figure 3 validates the best performance validated is 1.3247 at the epoch 11. The 

accuracy of the diagnostic outperforms the previously published values. This study 

concentrated on imbalance and misalignment since these two flaws are the most typical errors 

that may be detected in bearing difficulties. Both the unbalance and misalignment rigs have 

150000 data points in their data. 
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Figure 4: Forest Qualifier matrix 

The above figure 4 matrix shows the best breakdown error in predictions for an unseen data. 

Each value of the row is standardised by listing different colours with different values. We 

can easily identify the diagonal values with those of the positions which exactly shows the 

best performance in the matrix. Image classification can be finished with the least error rate. 

5. CONCLUSION  

A generic methodology for detecting machinery faults using a pattern recognition technique 

is proposed. This entails gathering data, extracting features, reducing high-dimensional data, 

and classifying it using MPL and closest neighbour. Although we utilized bearing fault 

diagnostics as illustrative examples, the suggested technique may be used to different 

applications by simply altering the sensory signal properties. This paper concludes towards 

validation from regression and forest qualifier matrix having more than 85% from literature 

survey using MATLAB tool for diverging fault detection and prognosis in vibration size 

techniques for machine factors. 
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Abstract - Increasing the number of Condition-Based Profitability and safety are given emphasis in monitoring activity. 

Maintenance is the prevention of anticipated problems by monitoring the machine in time for it to run, which involves process 

control, keeping the machine operating, logistics, and improvement. This paper focuses on a unique feature of predictive 

maintenance utilizing the MATLAB tool's State space model, and accuracy is more than 85%.  The frequency data is primarily 

collected from rotating machines using vibrometers, and the obtained spectrums are analyzed using MATLAB for validation, 

which clearly defines the severity level of vibration in a component and estimates the machine's life by creating a state space 

model and analyzing it using the asset tool. 

Keywords - Maintenance, MATLAB, Frequency domain data, Condition monitoring, Vibration analysis. 

1. Introduction  
Vibration analysis is an extensively measured parameter in 

many business programs. Vibration response measurements 

give valuable information on common issues. The frequency 

domain data includes both the analytical form and the window. 

However, frequency domain data have been used in a variety 

of applications, including nonlinear regression and 

compression.  

The signal is decomposed into time and frequency phrases of 

a wavelet, known as the mum wavelet, using frequency 

domain data. Frequency domain data are a powerful statistical 

tool that may be applied to a wide range of applications, 

including signal processing, data compression, and business 

management of gear wheels. 

 

2. Literature Survey 
Mazzoleni et al. [1], experimental data are collected for 

the cylindrical bearing NJ305, and four conditions are 

considered: inner race defect, outer race defect, roller defect, 

and healthy bearing. Kurtosis, crest factor, energy, skewness, 

and other characteristics are calculated for all 900 signals in 

the database. ANN is trained and tested first for condition 

auto-identification, and then various classifiers are analysed 

here to determine the best method. The Support Vector 

Machine technique as a classifier was found to be the most 

efficient, with nearly 86% efficiency.  

 

Attoui et al. [5] this paper centres around fostering a 

convolutional brain organization to gain includes 

straightforwardly from the first vibration signals and 

afterwards analyze deficiencies. The viability of the proposed 

technique is approved through PHM gearbox challenge 

information and a planetary gearbox test rig which was 

contrasted with the other three conventional strategies; the 

outcomes show that the one-layered convolution brain 

organization (1-DCNN) model has higher exactness for fixed-

shaft gearbox and planetary gearbox issue determination than 

that of the customary indicative ones. 

Katipula et al. [8], By comparing the proposed method to 

previous works, two main contributions are concluded: first, 

the proposed method directly uses raw vibration signals to 

carry out fault diagnosis in an end-to-end way, greatly 

reducing the reliance on human expertise and manual 

intervention; second, the appropriate network architecture of 

the MLCNN model is designed to realise compound fault 

diagnosis of the gearbox effectively and efficiently. Finally, 

two case studies are used to validate the presented method. 

The results show that it is more accurate than other existing 

methods in the literature. Furthermore, its stability 

performance is quite good. 

Li et al. [12], In this research, domain adaptation is 

employed to facilitate the effective implementations of 

intelligent fault detection. Specifically, we suggested a 

framework based on a multilayer multiple kernel form of 

Maximum Mean Discrepancy. In order to provide consistent 

findings and enhance accuracy, the kernel approach is 

developed to replace the high dimensional map of Maximum 

http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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Mean Discrepancy. As a result, characteristics from various 

domains are near one another in the Hilbert Space. 

Furthermore, two separate domains' characteristics contribute 

to domain adaptation in each feature layer. Two bearing 

datasets are utilised to evaluate the suggested method's 

effectiveness. The experimental findings suggest that the 

proposed technique can overcome the limits of existing 

methods and attain conditioned performance.  

Pankaj et al. [19], The following methods for CBM fault 

prognostics are examined in this study: logical data analysis, 

artificial neural networks, and proportional hazard models. A 

technique for applying and comparing these models is created, 

which comprises data pre-processing, model construction, and 

model output analysis. The outcomes are evaluated using three 

metrics: error, half-life error, and cost score. According to the 

findings of this investigation, the LAD and feed-forward ANN 

models outperform the PHM model. The feedback ANN, on 

the other hand, performs poorly, with substantially larger 

variation than the other three approaches' predictions. The 

purpose of this research is to give suggestions on when and 

where to employ these three prognostic models based on these 

findings. 

 

3. Critical Machine Identification 
The accelerometer is placed on the motor's non-driving 

end to collect data using a vibrometer.  These measurements 

were done under full load conditions, and amplitude values in 

the axial and vertical directions were found to be dominant.  

Later, this gathered data is fed into a computer utilising 

Omnitrend software, where information is transmitted and 

useful in understanding the prior data and trends, which helps 

diagnose the problem by verifying whether the readings are 

within allowed limits. The nature of the problem in equipment 

is detected by its distinct vibration characteristics.  

By studying the vibration amplitude pattern, a localised 

problem may be identified without affecting the other bearings 

in the equipment. The details of the Mill fan motor are shown 

below in Table 1 and identified as high vibration response.   
 

Table 1. Specifications of Mill Fan motor 

Type of Equipment Rotor Fan details 

Location Non-Drive End 

Pressure 780 MM WC 

Impeller diameter   2750MM 

Motor  Type 3-Phase  

Rating  590Kw 

Operating Voltage  7KV 

Full Load Current   71 Amp 

Motor Speed  990 RPM 

 

 

Table 2. Data acquisition for Motor Non-drive end 

Motor – Non-Drive End (NDE) 

SL NO 

Frequency Velocity 

X in Hz V-H V-V V-A 

1 20 0.01 0.04 0.01 

2 40 0.01 0.05 0.05 

3 60 0.07 0.12 0.21 

4 80 0.04 0.08 0.33 

5 100 0.31 0.35 0.31 

6 120 0.01 0.1 0.1 

7 140 0.01 0.05 0.05 

8 160 0.01 0.03 0.08 

9 180 0.01 0.08 0.05 

10 200 0.01 0.01 0.06 

11 220 0.01 0.01 0.02 

12 240 0.01 0.01 0.01 

13 260 0.01 0.02 0.03 

14 280 0.01 0.01 0.02 

15 300 0.02 0.03 0.01 

16 320 0.01 0.05 0.05 

17 340 0.01 0.02 0.02 

18 360 0.01 0.01 0.07 

19 380 0.02 0.01 0.05 

20 400 0.01 0.01 0.03 

 

The data measurements are collected from a variety of 

sources and analysed to identify equipment failure trends and 

determine what maintenance is required. Data capture, data 

manipulation, status detection, health evaluation, and 

prognosis assessment are all carried out during this stage and 

are represented in Table 2. 

 

As per the above data collected with triaxial directions for 

different frequencies, a graph is drawn to show the highest 

peak to find the fault in the machine. The common type of 

fault detection is generally categorised into two types: data-

driven and model-based approaches.  
 

 
Graph 1. The graph shows frequency versus velocity with triaxial 

directions 
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Fig. 1 Neural Network flow diagram 

 

The reason for failure was determined by thoroughly 

inspecting the sources of bearing problems, such as 

misalignment, mechanical looseness, and so on, and removing 

them one by one, which causes bearing failure 

 

4. Neural network 
A Neural Network (NN) is a data processing model 

inspired by how the human brain analyses data. A wealth of 

material outlines the fundamental architecture and parallels to 

organic neurons. The material here is restricted to a general 

overview of the various components involved in the NN 

implementation. The network design or topology, which 

includes the number of nodes in hidden layers, network 

connections, initial weight assignments, and activation 

functions, is particularly crucial in NN performance and 

largely relies on the situation at hand. Figure 1 depicts a basic 

NN and its elements having 3 inputs and 1 output with 10 

hidden layers. 

An artificial neural network models biological synapses 

and neurons and can be used to make predictions for complex 

data sets. Neural networks and their associated algorithms are 

among the most interesting of all machine-learning 

techniques.  
 

This paper explains the feed-forward mechanism, which 

is the most fundamental aspect of neural networks. It is 

essential to show that the best validation performed at a certain 

epoch number with a validation value of 88%, which is greater 

than 85% obtained from training and test data. 

 

 
Fig. 2 Validation results showing R-value 

5. Validation 
Validate the developed regression-based simultaneous 

bearing fault diagnosis and severity identification methods on 

a bearing test rig with vibration signals utilizing seeded fault 

tests.  

 
Fig. 3 Performance validation results having MSE and epochs 

 

 
Fig. 4 Forest Qualifier matrix 

 

Figure 3 validates that the best performance validated is 

1.3247 at epoch 11. The accuracy of the diagnostic 

outperforms the previously published values. This study 

concentrated on imbalance and misalignment since these two 

flaws are the most typical errors that may be detected in 

bearing difficulties. Both the unbalance and misalignment rigs 

have 150000 data points in their data. 

 

The above figure 4 matrix shows the best breakdown error 

in predictions for unseen data. Each value of the row is 

standardised by listing different colours with different values. 

We can easily identify the diagonal values with those of the 

positions showing the best performance in the matrix. Image 

classification can be finished with the least error rate. 
 

6. Conclusion  
A generic methodology for detecting machinery faults 

using a pattern recognition technique is proposed. It entails 



B. K. Pavan Kumar & Yadavalli Basavaraj / IJME, 10(1), 1-5, 2023 

 

4 

gathering data, extracting features, reducing high-dimensional 

data, and classifying it using MPL and closest neighbor. 

Although we utilized bearing fault diagnostics as illustrative 

examples, the suggested technique may be used in different 

applications by simply altering the sensory signal properties. 

This paper concludes towards validation from regression and 

forest qualifier matrix having more than 85% from literature 

survey using MATLAB tool for diverging fault detection and 

prognosis in vibration size techniques for machine factors. 
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Abstract - This paper explores the usage of hybrid power 
generation system based on a Solid Oxide Fuel Cell (SOFC), 
Wind, and an Ultra-Capacitor (UC) in a grid-connected 
scheme. The UC acts as an energy storage system to 
compensate for the slow dynamic response of the SOFC. This 
combination of components effectively maintains a stable 
output of power from the Wind system. Control systems are 
implemented to manage the power converters associated with 
the energy system to meet the expected demand. The SOFC 
needs to increase its power in the face of changes in the 
inverter power or a decrease in Wind power, and in both cases, 
the UC supplies energy until the SOFC reaches the desired 
power output level. Recharging of the UC is done using Wind 
power. The hybrid system is capable of providing constant 
power irrespective of fluctuations in wind speed. Results 
obtained from simulations are presented to demonstrate the 
performance of the hybrid system with respect to the changing 
wind speed and load. 

Keywords—component, formatting, style, styling, insert (key 
words) 

I. INTRODUCTION  

The demand for electrical power is increasing rapidly 
while  meeting the increasing demand at the same pace is 
difficult due to economical, environmental and time 
constraints associated with building new power plant. The 
strive for clean power generation has became a priority for 
energy sector due to increased awareness regarding 
environmental issues on using fossil fuels. Clean energy 
generation and reducing the demand-generation gap can be 
achieved using small scale generation placed near the load 
centre. The power generation in range of few kilowatts to a 
megawatts are termed as distributed generation (DG) [1]. 
The distributed generators are placed near load centre and 

have advantages like utilization of local resources, reduction 
of stress on distribution system, voltage support. However 
the DG can affect the system adversely if proper care is not 
taken in sizing and placement [1]. The distributed generation 
based on renewable resources uses naturally available 
resources to produce electricity such as PV (photo voltaic), 
wind, tidal, geothermal. The fuel cell and micro-turbine are 
the DG’s gaining importance nowadays due to high 
efficiency and combined heat and power applications. 

 Among the renewable based distributed power generation 
the PV and wind has gained more importance and has well 
established technology. The wind system is one of the old 
technology utilizing wind power to generate electrical power. 
The wind based power generation has disadvantage as the 
output is fluctuating as wind speed varies widely, seasonally 
and timely [2]. However the load requirement is constant 
hence wind systems are associated with energy storage 
systems. The batteries are commonly used as storage system 
with wind system to store the energy when the wind power is 
available and release it as per load requirement. The system 
output is limited by wind power availability, battery capacity 
and it’s state of charge. The batteries are high energy density 
devices and suitable for constant output requirements. 
However as wind varies widely the battery also undergoes 
uneven charging and discharging cycle which affects the life 
of battery [3]. In order to support the battery life the UC are 
used [4]. The ultra- capacitor is a high power density device, 
able to deliver the burst of power instantly and can undergo 
high number charging/discharging cycles.  The better  way to 
tackle the issue with wind system is to combining different 
resources to supply constant power. The combining different 
resources leads to hybrid generation system. 

AI-based technologies are gaining prominence as a means 
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Voltage rise is the main obstacle to prevent the increase of distributed generators (DGs) in low-voltage (LV) distribution grids. In
order to maintain the power quality and voltage levels within the tolerance limit, new measurement techniques and intelligent
devices along with digital communications should be used for better utilization of the distribution grid.�is paper presents a real-
time sensor-based online voltage pro�le estimation technique and coordinated Volt/VAR control in smart grids with distributed
generator interconnection. An algorithm is developed for voltage pro�le estimation using real-time sensor remote terminal unit
(RTU) which takes into account topological characteristics, such as radial structure and high R/X ratio, of the smart distribution
grid with DG systems. A coordinated operation of multiple generators with on-load tap changing (OLTC) transformer for Volt/
VAR control in smart grids has been presented. Direct voltage sensitivity analysis is used to select a single DG system for reactive
power support in multi-DG environment. �e on-load tap changing transformer is employed for voltage regulation when
generators’ reactive power contributions are not enough to regulate the voltages. Simulation results show that the reported
method is capable of maintaining voltage levels within the tolerance limit by coordinated operation of DG systems and on-load tap
changing transformer.

1. Introduction

Proliferation of distributed generation is expected to change
the operation and control of existing power grids. Inter-
connection of distributed generators at low voltage levels
improves network reliability, power quality, and e�ciency
and reduces overall power loss. In order to achieve these
bene�ts with large penetration of DG source in existing
utility networks, several technical problems are to be faced
such as voltage regulation, islanding of DG, degradation of
system reliability, power quality problems, and protection
and stability of the network [1, 2]. Voltage rise problem is the

main obstacle for the growth of distributed generators in
low-voltage distribution grids [3]. �is is very important as
traditional distribution networks are designed to maintain
customer voltage constant within the tolerance limit.
�erefore, new measurement techniques and intelligent
devices along with digital communications should be
employed in low-voltage distribution grids in order to
maintain the power quality and voltage levels within the
tolerance limit. Emerging smart grid technologies will ad-
dress the enormous challenges to be faced by the integration
of high levels of DG sources into future distribution grids. A
key feature of a smart grid system is the use of
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Introduction 

Researchers of new materials for electrochemical sensing 
are playing more attention towards electrode modification 
via electrochemical-polymerization [l]. These modified 
electrodes have found applications in electrocatalysis [2], 

biosensors [3), elc:ctrochromic devices [4], chemically modi

fied electrodes [5), and corrosion protector [6]. 
The MPc and their derivatives are soluble in mosl com

mon organic solvents; they exhibit good electrochemical 

and photovoltaic activities [7, 8). Due to their high chemical 

and physical stability, the MPc compounds show excellent 

optical properties like nonlinear optical devices [9], medic

inal and therapeutic agents [10], photodynamic therapy 
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Abstract— The present detection performance has to be substantially enhanced because of the 
numerous flaws in complex software. Several methods of finding security flaws in code have 
been presented. There is a family of methods that use DL its means Deep Learning techniques 
that show promise. This study is an attempt to use Code BERT, a deep contextualised model, 
as an embedding solution to make it easier to find security flaws in C open-source projects. 
Code BERT's use for code analysis unearths previously unseen patterns in software, which may 
improve the efficiency of subsequent processes like software vulnerability identification. 
Based on BERT's design, Code BERT offers a bidirectional stacked encoder of transformers 
to make it easier to study security flaws in code via long-range dependency analysis. 
Furthermore, transformer's multihead attention method allows for several essential variables of 
a data flow to be concentrated on, which is vital for evaluating and tracking potentially sensitive 
data faults, and ultimately results in optimum detection performance. Word2Vec, Glove, and 
Fast Text are four mainstream-embedding approaches that are compared to one another in order 
to determine the efficacy of the proposed Code BERT-based embedding solution for creating 
software code embeddings. The experimental findings demonstrate that when it comes to 
downstream vulnerability detection tasks, Code BERT-based embedding works better than 
other embedding methods. In order to further improve efficiency, we recommended include 
synthetic vulnerable functions and performing fine tuning using both real-world and synthetic 
data to aid the model in learning susceptible code patterns in C. While doing so, we investigated 
which settings would best fit Code BERT. Evaluation results reveal that the updated model 
outperforms various state-of-the-art identification techniques on our dataset. 
Keywords—BERT, Vulnerability, Embedding 
 
I. INTRODUCTION  
The vulnerability of software has been a major problem in cybersecurity research [1-3]. These 
security flaws pose a risk to the internet and computer systems of businesses and governments. 
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Abstract: Scene classification aims to classify various objects and land use classes such as farms,
highways, rivers, and airplanes in the remote sensing images. In recent times, the Convolutional
Neural Network (CNN) based models have been widely applied in scene classification, due to
their efficiency in feature representation. The CNN based models have the limitation of overfitting
problems, due to the generation of more features in the convolutional layer and imbalanced data
problems. This study proposed Gaussian Mutation–Spider Monkey Optimization (GM-SMO) model
for feature selection to solve overfitting and imbalanced data problems in scene classification. The
Gaussian mutation changes the position of the solution after exploration to increase the exploitation in
feature selection. The GM-SMO model maintains better tradeoff between exploration and exploitation
to select relevant features for superior classification. The GM-SMO model selects unique features to
overcome overfitting and imbalanced data problems. In this manuscript, the Generative Adversarial
Network (GAN) is used for generating the augmented images, and the AlexNet and Visual Geometry
Group (VGG) 19 models are applied to extract the features from the augmented images. Then, the
GM-SMO model selects unique features, which are given to the Long Short-Term Memory (LSTM)
network for classification. In the resulting phase, the GM-SMO model achieves 99.46% of accuracy,
where the existing transformer-CNN has achieved only 98.76% on the UCM dataset.

Keywords: AlexNet; Gaussian Mutation–Spider Monkey Optimization; generative adversarial net-
work; scene classification; VGG19

1. Introduction

Remote sensing images have a higher resolution from the advancement of imaging
technology. Remote sensing images are used in many fields such as environmental moni-
toring, land use classification, change detection, image retrieval, and object detection. The
remote sensing image scene classification task aims to classify the scene into remote sensing
images based on semantic information, which is highly useful in practical applications [1].
Remote sensing image scene classification attracts many researchers due to its wide applica-
tions. Deep learning performs well for remote sensing scene classification for each category
that has a sufficient number of labeled images [2]. Scene classification provides the accurate
classification of satellite images and this is an essential problem in remote sensing images
for a correct category such as farm, highway, river, and airplane for unlabeled images
that are applied to interpretation tasks such as land resource management, residential
planning, and environmental monitoring. Remote sensing scene classification has higher
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image resolution than natural images, different target orientations, dense distribution,
and small target objects [3]. Remote sensing scene classification is considered an assigned
task for the specific semantic label of the remote sensing scene. This is used in a wide
range of practical applications such as land use classification, natural disaster detection,
environment prospecting, and urban planning [4,5].

In deep learning technology, Convolutional Neural Network (CNN) models provide
efficient classification performance in various fields [6–13]. Common techniques of low-
level feature extraction or hand-crafted features are structure, texture, spectrum, and color
or combination of features to distinguish remote sensing images. Most representative
feature descriptors such as SIFT, texture features, and color histograms are among the hand-
crafted features. The low-level feature extraction performs better in remote sensing images
for spatial arrangements and uniform structures that has limited performance in remote
sensing images of semantic information [14,15]. Deep learning technique automatically
extracts global features or high-level features for better learning of the input images.
Recently, deep CNN methods have become the state-of-art model for remote sensing
classification, yet they still have some limitations [16]. The existing CNN models have
limitations of imbalanced data problem, overfitting and lower efficiency in classify similar
images [17,18]. The contribution and objectives of this study are discussed in this research:

• Proposed GM-SMO to select the unique features from the extracted features that
reduce the overfitting and imbalanced data problem. The GM-SMO model change the
position of solution after exploration to increases the exploitation.

• Implemented GAN model is for augmentation of minority class and reduce the imbal-
anced data problem. The GAN model helps to distinguish the features for the objects
and selects the unique features.

• The AlexNet and VGG19 models are used to extract high-level deep features from the
input images. The deep features provide detailed information about the images that
helps to achieve better classification. Further, the GM-SMO model balances exploration
and exploitation ability of the model to further improve classification performance.

This paper is organized as follows: a literature survey of scene classification is given in
Section 2 and the explanation of the GM-SMO model is given in Section 3. The simulation
result is given in Section 4 and the result is given in Section 5. The conclusion is given in
Section 6.

2. Literature Survey

The scene classification technique is helpful for many practical applications such
as land utilization and planning. CNN-based models were widely applied for scene
classification techniques and show considerable performance. Some of the recent CNN
models in scene classification were surveyed in this section.

Xu et al. [19] applied a graph convolutional network using a deep feature aggregation
technique named DFAGCN for scene classification. The pre-trained CNN model is applied
for extracting multi-layer features and a graph CNN model was applied to effectively reveal
convolutional feature maps. A weighted concatenation technique was applied to introduce
three weighting coefficients to integrate multiple features. The graph CNN model has lower
efficiency due to overfitting and imbalanced data problems. Bazi et al. [20] applied a vision
transformer for scene classification in remote sensing and this is considered a state-of-art
model in NLP as in the standard CNN model. Multi-head attention technique was applied
as the main building block to extract information. Images in the patches were divided
and flattening-embedding was used to keep the information. The first token sequence was
applied to a softmax classification and several data augmentation technique was applied to
generate more data for training. The overfitting problem occurs due to the generation of
more features in a convolutional layer.

Alhichri et al. [21] applied a deep CNN model for remote sensing scene classifica-
tion. CNN model learns feature maps from larger regions of scene and feature map was
computed in attention technique as a weighted average of feature maps. The EfficientNet-
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B3-Attn-2 was pre-trained CNN enhanced with attention technique. The weights are
measured in the network using a dedicated branch. This model requires a greater number
of images for training and has an overfitting problem. Ma et al. [22] applied a multi-
objective model for scene classification named as SceneNet. Hierarchical optimization
technique was applied to implement a more flexible search and coding process in remote
sensing scene classification. Multi-objective optimization technique was applied to bal-
ance the performance error and computational complexity based on the Pareto solution
set. The optimization technique has the limitation of local optima trap and overfitting
in classification.

Zheng et al. [23] addresses the dilemma and applies multiple small-scale datasets
for model generalization learning for efficient scene classification. A Multi-Task Learning
Network (MTLN) was applied for training a network and handling heterogeneous data.
The MTLN model considers each small dataset as an individual task and complementary
information was used to improve generalization. The MTLN model has an imbalanced data
problem and lower efficiency in handling the feature selection. Xu et al. [24] applied a Global
Local Dual Branch Structure (GLDBS) using image discriminative features for various levels
of fusion that was applied to improve performance on scene classification. CNNs model
generate energy map to transform binary image to obtain a connected region. A dual
branch network was constructed for CNN based models and the model was optimized
using joint loss. The GLDBS model has lower efficiency in learn discriminative features
and misclassification is occurring in more similar categories.

Tang et al. [25] applied an attention consistent network (ACNet) using Siamese net-
work for remote sensing scene classification. The ACNet dual branch structure retrieves
spatial rotation from image pairs of the input data and this helps to fully explore global
features. The attention technique was introduced to mine the feature information from
input images. The spatial rotation and similarities influences are considered in an attention
model to unify the salient features. Bi et al. [26] applied Local Semantic Enhanced ConvNet
(LSE-Net) for remote sensing scene classification. The LSE-Net model consists of discrim-
inative representation and a convolutional feature extractor. A multi-scale convolution
operator was combined with convolution features of multi-scale and multi-level for feature
representation. The ACNet and LSE-Net models has an overfitting problem due to the
generation of more features in the convolutional layer.

Cheng et al. [27] applied Inter Calibration (IC) and Self Calibration (SC) named as
Siamese-Prototype Network (SPNet) for remote sensing scene classification. The support
labels were used for supervised information to provide relevant features for classification.
The three losses were used to optimize the model; one loss was used to learn feature
representation, and thus provide an accurate prediction. The model has lower efficiency
due to the overfitting problem and imbalanced data problem. Shamsolmoali et al. [28]
applied a rotation equivalent feature pyramid network named REFIPN for remote sensing
scene classification. The single shot detector was applied in the pyramid module for feature
extraction and an optimization technique was applied to generate regions of interest. The
model has lower efficiency due to overfitting and imbalanced data problem in classification.

Li et al. [29] applied Multi-Attention Gated Recurrent Network (MA-GRN) for remote
sensing scene classification. Network multiple stages use features of local texture features
and deep layers’ global features. Spatial sequences were used for features and applied
to GRU to capture long range dependency. The MA-GRN model has lower efficiency in
classifying small objects and on imbalanced datasets. Zhang et al. [30] applied a combi-
nation of transformers and the CNN model for remote sensing scene classification. The
self-attention was applied in ResNet model based on the Multi-Head Self-Attention model
using spatial revolutions of 3× 3 in bottleneck. The transformers are encoded to improve
the feature representation based on attention. The transformer and CNN model have
overfitting problems due to the generation of more features in the convolutional layer. In
order to address the aforementioned concerns, a new model is proposed in this manuscript
for effective remote sensing scene classification.
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3. Proposed Method

The GAN model is applied to three datasets such as UCM, AID, and NWPU45 to
augment images in minority classes. The AlexNet and VGG19 models were applied to
extract the features from input images. The GM-SMO model is applied to extracted features
to select relevant features for classification. The overview of GM-SMO model in scene
classification is shown in Figure 1.
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Figure 1. GM-SMO feature selection and CNN based feature extraction model for remote sensing
scene classification.

3.1. Dataset Description

The proposed model’s performance is analyzed on three benchmark datasets such as
UCM, AID, and NWPU45. The AID includes 10,000 images with pixel size of 600× 600
and 0.5 to 8 m resolution, and it includes 30 classes. Correspondingly, the UCM dataset
contains 2100 images with pixel size of 256× 256 and resolution of 0.30 m, and it includes
21 classes. Additionally, the NWPU45 dataset comprises 31,500 images with pixel size of
256× 256 and resolution of 0.2–30 m. The NWPU45 dataset covers more than 100 nations’
geo-locations and has 45 classes. The sample images of UCM, AID, and NWPU45 are
represented in Figures 2–4.
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3.2. Generative Adversarial Network (GAN)

A generative model-specific framework is GANs. The generative model learns data
distribution pdata from samples set x1, . . . , xm (images) to generate new images based on
learned data distribution. GANs model and its variants are used for generating labeled
images: one part of the model involves learning the objects in the images based on class,
separately, and the other involves class related to labeled classes.

The first variant of GAN is Deep Convolutional GAN (DCGAN). Radford et al. [31]
proposed the architecture for both G and D networks of deep CNNs. This provides
architectural steps for stable training of GAN and modification of Goodfellow et al. [32]
original GAN, which is the basics for recent GAN research. Two neural networks are
present in a model that is used to train simultaneously. The discriminator is the first
network and this is denoted as D. The discriminator’s role is to discriminate between
samples real and fake. A sample x is imputed and output D(x) is the probability of real
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samples. Generator G is second network and samples are generated in the generator and D
is real samples with high probability. The input samples z1, . . . , zm provide G from simple
distribution pz, usually a uniform distribution and the image space of distribution pg maps
G(z). The objective of the model is to G achieve pg = pdata, as in Equation (1).

min
G

max
D
Ex∼pdata log D(x) +Ez∼pz [log(1− D(G(z)))] (1)

The D(x) is maximized to train the discriminator for images in the discriminator
with x ∼ pdata and the model uses x � pdata for images to minimize D(x). The G(z)
generates images in the generator to adjust D during training such that D(G(z)) ∼ pdata.
The generator is trained to increase D(G(z)), or equivalently reduce 1− D(G(z)). The
generator increases its ability to generate more realistic images during training and the
discriminator increases its ability to differentiate the real from generated images.

Generator Architecture: The generator network considers a vector of 100 random
numbers from uniform distribution as input and output are provided as objects in remote
sensing images in the size of 64× 64× 1. The network architecture consists of a fully
connected layer reshaped to a size of 4× 4× 1024 and an up-sample of four fractionally
strided convolutions in kernel size of 5 × 5 in the sample image. A deconvolution or
fractionally-strided convolution is interpreted as pixels’ expansion by applying zeros in
between them. A larger output image was generated by convolution of the expanded image.
Each network layer is applied with batch-normalization excluding the output layer. In the
GAN learning process, the entire mini-batch was stabilized using normalizing responses
to have unit variance and zero mean and the generator was prevented from collapsing
all samples. ReLU activation function was applied in all layers and the output layer was
applied with tanh activation function.

Discriminator Architecture: A typical CNN architecture has a discriminator network
that considers input images in the size of 64× 64× 1 and output is one decision (real or
fake). The kernel size is set as 5× 5 in four convolution layers of the network and a fully
connected layer. Each convolution layer is applied with strided convolutions instead of
pooling layers to reduce spatial dimensionality. Each layer of the network is applied with
batch-normalization excluding input and output layers. Leaky ReLU activation functions
f (x) = max (x, leak× x) are applied in layers except for the output layer and sigmoid
function with likelihood probability (0, 1) image score in the output layer. The Generative
Adversarial Network’s [33] architecture is shown in Figure 5.
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3.3. CNN-Based Feature Extraction

Convolution is a linear operation for feature extraction based on kernel, which is
a small array of numbers. Kernel is applied on input for an array of numbers called a
tensor [34,35].
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A typical down-sampling operation is performed using a pooling layer to reduce
feature maps of in-plane dimensionality. This introduces a translation invariance to small
distortions and shifts, and decreases learnable parameters.

Pooling layer or final convolution of feature maps outputs are usually flattened, i.e.,
converted into a 1D array of numbers and connected to one or more fully connected layers,
known as dense layers, so that every input is connected to a learnable weight of every
output. The CNN architecture for feature extraction is shown in Figure 6.
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3.3.1. AlexNet

Various types of research [36,37] show AlexNet’s successful performance in classifi-
cation and more significant performance in image processing than previous models. The
researchers in deep learning show much interest in AlexNet due to its efficiency.

AlexNet model is applied with activation function and activation function provides
neural networks’ non-linearity. Traditional activation functions are arctan function, tanh
function, logistic function, etc. These functions generally cause gradient vanishing problems
and a small range of 0 is applied with a larger gradient value. Rectified Linear Unit
(ReLU) activation function is applied to overcome this problem. Equation (2) provides the
ReLU model.

ReLU(x) = max(x, 0) (2)

The ReLU gradient provides 1 output if the input is not less than 0. This shows
that ReLU function provides higher convergence than tanh unit in deep networks. More
acceleration is gained during the training process.

The dropout layer is applied in a fully connected layer to solve the overfitting problem.
The dropout layer trains only a part of the neurons and skips the remaining neurons to
avoid overfitting. For instance, if dropout is set as 0.1, then 10% of the neurons are skipped
in training for every iteration. Generalization is improved by dropout to minimize neurons’
joint adaptation and cooperation between neurons. Dropout is applied on several sub-
layers of the network. The same loss function is shared in each single sub-network and
causes overfit to a certain extent. Sub-networks’ entire network output is provided and
dropout improves the robustness of the model.

Convolution and pooling layers automatically perform feature extraction and reduc-
tion in the model. Convolutional layers are applied for images to increase the performance.
Considering image M in (m, n), size and convolution are given in Equation (3).

C(m, n) = (M× w)(m, n) = ∑k ∑l M(m− k, n− l)w(k, l) (3)



Remote Sens. 2022, 14, 6279 8 of 20

where kernel w size is (k, l), convolution provides a model solution to learn features of
image and parameter sharing reduce complexity. Neighbouring pixel groups are applied
in feature maps of pooling layer to reduce features and representation is provided by some
values. The feature map size is 4× 4, and every 2 × 2 block has max value to generate max
pooling and reduce for feature dimension.

Cross change normalization improves generalization. The same position of several
adjacent maps sum is provided by cross channel normalization in neurons. Normalized
feature maps are applied to next layers.

Fully connected layers perform classification and neurons are connected to adjacent
neurons in next layer. These layers use softmax activation function for the classification.

Softmax output is present in the range of (0, 1) to activate neurons. Overlapping
pooling is performed and various input images from datasets are used for AlexNet training.
The AlexNet architecture for feature extraction is shown in Figure 7.
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3.3.2. VGG 19

Oxford Robotics Institute developed a type of CNN model, which is named as Visual
Geometry Group Network (VGG) [38,39]. VGGNet provides good performance in data
cluster of ImageNet data. Five building blocks are present in VGG19. Two convolutional
layers and one pooling layer are present in first and second building blocks, followed by
four convolutional layers and one pooling layer which are present in the third and fourth
blocks. Four convolutional layers are present in the final block and small filters 3× 3 are
used. The VGG19 architecture in feature extraction is shown in Figure 8.
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3.4. Spider Monkey Optimization

The SMO technique is a metaheuristic technique based on the social behavior of the
spider monkey, adopting fusion and fission swarm intelligence for foraging [40–43]. Spider
monkeys are in groups of 40 to 50 members. Food searching tasks in a territory are divided
by a leader. Generally, spider monkeys live with 40 to 50 members of a swarm and a leader
decides to partition food searching tasks in a territory. A female lead is selected as a global
leader in the swarm and, in case of food insufficiency, this creates mutable smaller groups.
The group size is based on food availability of specific territory. The spider monkey’s size
is directly proportional to available food. The SMO based method of swarm intelligence
(SI) satisfies the necessary conditions:

Labor division: smaller groups are created to divide foraging work for spider monkeys.
Self-organization: Food availability requirement is selected using group size.
An intelligent decision is carried out by intelligent foraging behavior.
Food search is initiated using swarm.
Food source individuals are measured using computing distance.
The food group members of individual’s distance alter the locations for the consideration.
Food source individual distance is calculated.

SMO method uses train and error for six phases of collaborative iterative process:
global leader decision phase, learning phase, global leader, global leader phase, local leader
decision phase, local leader learning phase, and local leader phase. The SMO method work
flow is represented in Figure 9.
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The SMO method step-by-step process is given below.

3.4.1. Initializing

SMO method distributes population P of spider monkeys SMp (where pth monkey
of the population is denoted as SMp, and p = 1, 2 . . . P). Monkeys are M-dimensional
vectors, where total number of variables is denoted as M. One possible solution of each
SMp is provided. SMO initializes each SMp using Equation (4).

SMpq = SMminq + UR(0, 1)×
(
SMmaxq − SMminq

)
(4)

where
SMpq is pth SM of qth dimension.
SMp lower and upper bounds are SMminq and SMmaxq in the qth direction for random

number of UR (0, 1), uniform distribution is in range of [0, 1].

3.4.2. Local Leader Phase (LLP)

The current location is changed by SM using local group members and local leader
past occurrences. The new location is updated for SM location if fitness value of new
location is higher than previous location. The location update of pth SM of lth local group
is provided in Equation (5):

SMnewpq = SMpq + UR(0, 1)×
(

LLlq − SMpq

)
+ UR(−1, 1)×

(
SMrq − SMpq

)
(5)

where
The lth local group leader location of qth dimension is denoted as LLlq.
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The lth local group of lth SM is randomly selected for qth dimension and is denoted as
SMrq, such that r, p.

3.4.3. Global Leader Phase (GLP)

After LLP, GLP is started to update the location. Experiences of local group members
and global leader are used to update SM location. The location update is provided in
Equation (6):

SMnewpq = SMpq + UR(0, 1)×
(

GLlq − SMpq

)
+ UR(−1, 1)×

(
SMrq − SMpq

)
(6)

where qth dimension of global leader location is denoted as GLlq and an arbitrarily selected
index is q = 1, 2, 3, . . . M.

The SM fitness calculates probability prbp in this phase. The location of SMp based
on probability value, is updated and better location candidate has access to a number of
possibilities to improve convergence. The probability calculation is given in Equation (7).

prbp =
f np

∑N
p=1 f np

(7)

where pth SM fitness value is denoted as f np. The new location fitness of SM’s is calcu-
lated and compared with the previous location. The best fitness value of the location is
considered.

3.4.4. Global Leader Learning (GLL) Phase

The global leader location update is performed using a greedy selection technique. The
SM location updated is based on the global leader location for best fitness in the population.
The global leader is applied with the optimum location. An increment of 1 is added to
Global Limit Count if updates are encountered.

3.4.5. Local Leader Learning (LLL) Phase

The local group is applied using the greedy selection method to update the location of
the local leader. The SM location is updated with local leader location for best fitness in a
specific local group. The local leader is assigned to the optimum location. The increment of
1 is added to the Local Limit Count if no updates are encountered.

3.4.6. Local Leader Decision (LLD) Phase

Local group candidates modify the location randomly as per step 1 when a local leader
does not update its location or uses the past information from local and global leaders
based on pr using Equation (8).

SMnewpq = SMpq + UR(0, 1)×
(

GLlq − SMpq

)
+ UR(0, 1)×

(
SMrq − LLpq

)
(8)

3.4.7. Global Leader Decision (GLD) Phase

The population splits into small-size groups as per the global leader’s decision if the
location is not updated for a global leader up to the Global Leader Limit. The splitting
process occurs for a maximum number of groups (MG) is received. A local leader is
selected at each iteration for the newly shaped group. Allowed groups are created at the
maximum number and the global leader does not update its position until the allowed
limit of pre-fixed, then global leader aims to merge entire groups into a single group.

The SMO processing controls parameters are as follows:

Perturbation rate (pr)
Max number of groups (MG)
GlobalLeaderLimit
Value of LocalLeaderLimit



Remote Sens. 2022, 14, 6279 12 of 20

3.4.8. Gaussian Mutation

The SMO method is trapped in a local optimum in complex problems of the iterative
optimization process. During iteration, the algorithm solution value remains unchanged.
To increase the algorithm probability and algorithm shortcoming, this technique jumps
out of the position of local optimal and adds random perturbation and Gaussian mutation
and continues to process the algorithm. The Gaussian mutation formula is shown in
Equation (9).

xi,iter+1 =

{
xi,iter + rand i f r ≥ 0.2

xi,iter × Gaussian(µ, σ) otherwise
(9)

where random perturbation or Gaussian mutation selection probability is rj and rand was
a random number in the range of [0, 1]. The distribution of Gaussian variation is given in
Equation (10).

Gaussian(µ, σ) =

(
1√
2πσ

)
exp

(
− (x− µ)2

2σ2

)
(10)

where the variance is denoted as σ2 and the mean value is denoted as µ.

3.5. LSTM Model

The LSTM model is introduced by Hochreiter and Schmidhuber [44] as an evolution of
the RNN model. This model overcomes the limitation of RNN using additional interactions
per module. LSTMs are a type of RNN that learn long-term dependencies and remember
information for a long time as a default. A chain structure of the LSTM model is given in
research [45]. A different structure is present in the repeating module. Four interaction
layers with unique communication method is applied instead of standard RNN or a single
neural network. The LSTM structure is shown in Figure 10.
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A typical LSTM network consists of cells and memory blocks. The next cell is trans-
ferred into two states: a hidden state and a cell state. The main chain of data flow is the cell
state that allows data to flow essentially unchained. Some linear transformation is carried
out and sigmoid is used to remove or add data in the layer. A gate is similar to a series of
matrix operations or a layer that has various individual weights. LSTMs are developed to
reduce long-term dependency using memorizing process to control gates [46].

4. Experimental Setup

The implementation details of datasets, parameter settings, and system requirements
are discussed in this section.
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Datasets: The UCM [47] dataset has 100 images per class, 21 classes, 2100 total images,
0.3 m spatial resolution, and 256× 256 image size. The AID [48] dataset has 200–400 images
per class, 30 classes, 10,000 total images, 0.5–0.8 m spatial resolution, and 600× 600 image
size. The NWPU45 [49] dataset has 700 images per class, 40 classes, 31,500 total images,
0.2–0.3 m spatial resolution, and 256× 256 image size. As seen in the AID, the number of
images varied per class, where this imbalanced data problem is effectively addressed by
the GM-SMO model.

Parameter settings: In AlexNet and VGG19 model, the learning rate is set as 0.01, the
dropout rate is set as 0.1, and the Adam optimizer is used. In LSTM network, the loss
function is categorical cross entropy loss function and optimizer is Adam. In GM-SMO, the
population size is set as 50, and number of iterations is set as 50. The 5-fold cross validation
is applied to test the performance of the model.

System Requirement: Intel i9 processor, RAM is 128 GB, Graphics card is 22 GB, and
OS is Windows 10-64 bit. MATLAB 2022a was used to evaluate the performance of the
GM-SMO technique.

5. Results

The GM-SMO model is applied to scene classification to improve the efficiency of
the model. The GM-SMO model is tested on three datasets and accuracy is shown for 10
epochs. The GM-SMO model is tested and compared with deep learning techniques and
feature selection techniques on scene classification. The GM-SMO model is also compared
with existing methods in scene classification for three datasets. The Grey Wolf Optimization
(GWO), Firefly (FF), and Particle Swarm Optimization (PSO) were compared with the
GM-SMO technique on scene classification.

The GM-SMO method accuracy for various numbers of epochs for three datasets is
shown in Figure 11. This shows that the GM-SMO method increases the accuracy up to
8 epochs and accuracy decreases after 8 epochs. The reason for the decrease in accuracy after
8 epochs is the overfitting problem. The generation of more features in the convolutional
layer and repeated learning of the features creates an overfitting problem. The Gaussian
mutation in the SMO method helps to learn unique features for classification and increases
the exploitation. The Gaussian mutation technique helps to reduce the overfitting problem
and increases the performance of classification.
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The GM-SMO method is measured with accuracy and sensitivity for three datasets and
compared with deep learning techniques, as shown in Table 1 and Figure 12. The GM-SMO
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model uses the AlexNet-VGG19 model for feature extraction from given images. The
GM-SMO method performs feature selection with better exploitation that helps to reduce
the overfitting problem in scene classification. The existing deep learning models such
as GoogleNet, ResNet, Artificial Neural Network (ANN), and Recurrent Neural Network
(RNN) have overfitting problems and provide lower efficiency. The existing method
generates more features in the convolutional layer and lacks feature selection techniques
for classification. The GM-SMO with LSTM has obtained higher performance than the
existing techniques in scene classification. The GM-SMO with LSTM has 99.46% accuracy
and 99.41% sensitivity, which are better than the other models. The local understanding
of the images is good enough in the GM-SMO with LSTM model; therefore, it obtains
better classification results compared to other classification models. In addition, the Z-test’s
p-value of individual classifiers is mentioned in Table 1.

Table 1. Deep learning techniques’ performance in scene classification on three datasets.

Methods Accuracy (%) Sensitivity (%) p-Value

GoogleNet 92.44 90.28 <0.10
ResNet 92.67 90.9 <0.10
ANN 92.67 93.89 <0.05
RNN 94.04 94.68 <0.05

LSTM with GM-SMO 99.46 99.41 <0.01
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datasets.

The GM-SMO method performance is compared with existing feature selection tech-
niques, as shown in Table 2 and Figure 13. The existing feature selection techniques such
as GWO, FF, and PSO have a limitation of local optima trap due to lower exploitation.
The Gaussian mutation is applied in the SMO technique to increase the exploitation and
overcome the overfitting problem. The Gaussian mutation changes the solutions related to
the best solution that increases the exploitation in feature selection. The GM-SMO model
selects unique features for scene classification that help to increase the sensitivity of the
model. The GM-SMO model has 99.46% accuracy and 99.41% sensitivity, which are better
compared to the existing optimizers.
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Table 2. Feature selection techniques’ comparison in scene classification on three datasets.

Methods Accuracy (%) Sensitivity (%)

PSO 91.23 90
FF 93.14 90.94

GWO 94.28 91.18
SMO 94.6 91.6

GM-SMO 99.46 99.41
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Figure 13. GM-SMO method accuracy and sensitivity compared with existing feature selection
techniques.

The imbalanced data problem decreases the performance of scene classification in
existing techniques. A common technique applied for imbalanced data problems is aug-
mentation to generate similar images. Table 3 and Figure 14 show the GAN augmentation
performance with standard augmentation. Although images generated by augmentation
are highly similar, it is difficult to learn unique features, overfitting, and misclassification
among similar categories. GAN based augmentation is applied in this study to generate
similar images in minority classes and unique feature learning. The GAN based opti-
mization technique has higher efficiency in three datasets than augmentation and SMOTE
techniques. The GAM GM-SMO method has 99.46% accuracy and 99.41% sensitivity, and
augmentation model has 99.24% accuracy and 98.31% sensitivity in UCM dataset.

Table 3. Sampling techniques for scene classification.

Datasets Methods Accuracy (%) Sensitivity (%)

UCM
SMOTE 97.35 96.53

Augmentation 99.24 98.31
GAN 99.46 99.41

AID
SMOTE 94.2 95.14

Augmentation 95.34 95.67
GAN 98.2 98.31

NWPU45
SMOTE 92.1 92.3

Augmentation 93.46 93.16
GAN 96.73 96.6
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Figure 14. GM-SMO performance in the sampling process.

By inspecting Table 4, the proposed GM-SMO with LSTM classifier obtained higher
classification results compared to other classifiers: GoogleNet, ResNet, ANN, and RNN,
with limited computational time. As specified in Table 4, the GM-SMO with LSTM classifier
consumed 12, 23, and 34 s per image of computation time on the UCM, AID, and NWPU45
datasets. Sample classification output image is depicted in Figure 15.

Table 4. Results of the GM-SMO with LSTM classifier in terms of means of computational time.

Classifiers
Computational Time (s)

UCM AID NWPU45

GoogleNet 25 41.09 50.36

ResNet 32 38.50 48

ANN 19.43 36.20 45.38

RNN 15.12 35 44

LSTM with GM-SMO 12 23 34
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Figure 15. Sample classification output image.

Comparative Analysis

The GM-SMO model is compared with existing techniques in scene classification on
three datasets such as UCM, AID, and NWPU45, and the comparative results are mentioned
in Tables 5–7. The GM-SMO method is compared with existing techniques on the UCM
dataset, as shown in Table 5. The existing CNN model has limitations of imbalanced data
problem and overfitting problem in the scene classification. The GM-SMO model applies
the GAN model to augment the minority classes and increase their performance. The
Gaussian mutation changes the solution after exploration to increase the exploitation of the
model. The GM-SMO method selects the unique features to overcome the overfitting and
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imbalanced data problem. The GM-SMO model has achieved 99.46% accuracy, which is
better compared to other methods on the UCM dataset.

Table 5. GM-SMO is compared with existing methods on the UCM dataset.

Methods Accuracy (%)

DFAGCN [19] 98.48
vision transformer [20] 97.90

EfficientNet-B3-Attn-2 [21] 97.90
SceneNet [22] 99.10

MTLN [23] 97.66
LSE-Net [26] 98.53

MA-GRN [29] 99.29
transformers—CNN [30] 98.76

GM-SMO 99.46 ± 0.0238

Table 6. GM-SMO method comparison with existing methods on AID dataset.

Methods Accuracy (%)

DFAGCN [19] 94.88
vision transformer [20] 94.27

EfficientNet-B3-Attn-2 [21] 96.56
SceneNet [22] 89.58

MTLN [23] 92.54
GLDBS [24] 97.01
ACNet [25] 95.38

LSE-Net [26] 94.41
MA-GRN [29] 96.19

transformers—CNN [30] 95.54
GM-SMO 98.20 ± 0.2590

Table 7. GM-SMO method comparison with existing methods on NWPU45 dataset.

Methods Accuracy (%)

DFAGCN [19] 89.29
vision transformer [20] 93.05

SceneNet [22] 95.21
MTLN [23] 89.71
GLDBS [24] 94.46
ACNet [25] 92.42

LSE-Net [26] 93.34
SPNet [27] 83.94

MA-GRN [29] 95.32
transformers—CNN [30] 93.06

GM-SMO 96.73 ± 0.0432

The GM-SMO model is compared with existing techniques in scene classification on
the AID dataset, as shown in Table 6. The GM-SMO model selects unique features for the
classification to solve the overfitting problem and imbalanced data problem. The GM-SMO
model changes the solution of the SMO technique to increase the exploitation of the model.
The GM-SMO model has achieved 98.20% accuracy, which is superior compared to other
models on the AID dataset.

The GM-SMO method is compared with existing scene classification techniques on
NWPU45 dataset, as shown in Table 7. The existing CNN based models have a limitation
of imbalanced data problem and overfitting problem in scene classification. The GM-SMO
model changes the solution of SMO technique after exploration to increase the exploitation.
The GM-SMO model maintains the tradeoff between exploration and exploitation to find
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the relevant features for classification. The GM-SMO model selects unique features to
overcome the overfitting and imbalanced data problem. The GM-SMO model has 96.73%
accuracy, which is better compared to transformers—CNN [30], MA-GRN [29], and other
comparative models.

6. Conclusions

Scene classification helps to classify the object or land use such as a farm, airplane, or
stadium from remote sensing images. The existing CNN based models have limitations of
overfitting problems, imbalanced data problems, and misclassification of similar categories.
This research proposes a GM-SMO technique for the feature selection process to improve
the classification performance of scene classification. The GM-SMO model selects unique
features to overcome the imbalanced data problem and overfitting problem. The GAN
model is applied for the augmentation of images and to reduce imbalanced data problems.
The AlexNet and VGG19 models are applied to extract the features from remote sensing
images. The GM-SMO model has 98.20% accuracy, LSE-Net has 94.41% accuracy, and
MTLN has 92.54% accuracy on the AID dataset. The future work of this research involves
applying the proposed model to the real time datasets to further validate the efficiency
of the model. However, the proposed model is computationally complex, which can be
addressed in future work by implementing an unsupervised deep learning model.
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Abstract
The growing development in the sensory implementation has facilitated that the human activity can be used either as a tool for remote control of the
device or as a tool for sophisticated human behaviour analysis. The prime contribution of the proposed system is to harness the potential of learning
approach in order to carry out computational efficiency towards activity recognition process. A template for an activity recognition system is also
provided in which the reliability of the process of recognition and system quality is preserved with a good balance. The research presents a
condensed method of extraction of features from spatial and temporal features of event feeds that are further subject to the mechanism of machine
learning to enhance the recognition accuracy. The importance of proposed study is reflected in the results, which, when trained using KNN, show
higher accuracy performance. The proposed system demonstrated 10-15% of memory usage over 532 MB of digitized real-time event information
with 0.5341 seconds of processing time consumption.

Article Preview

Review Of Literature
The existing approaches based on conventional Local Spatio-Temporal (LST) are suffered from various challenges like dynamic background and
illumination. To enhance this problem, the work of Zhang and Parker (2016), provides a multi-dimensional colour-depth LST feature-based feature
detector technique to represent various features such as shape, pose variation, texture with local maxima as a region of interest. The authors have
also used a support vector machine (SVM) with feature representation to build an effective action detection system. The study uses different
standard datasets to demonstrate the effectiveness of the presented technique.
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