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POLICY DOCUMENT FOR FINANCIAL SUPPORT TO THE FACULTIES  

What is a Finanical Support? 

Financial Support is extended to the faculties of BITM for attending the National 

and International Conferences / Workshop’s / FDP’s including Registration Fee, 

Travelling Fee, Accommodation and etc. 

Purpose:  

 Purpose of Financial Support to the Faculty is to….. 

 Gain knowledge  

 Acquire skills as per new technological changes  

 Syllabus upgradation and also developing the pedagogical methods of teaching.  

Scope: 

 All the full time faculty who are on the rolls are eligible to avail the above 

financial support. 
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Procedure: 

 Faculty should identify and produce necessary documents to the HOD. 

 HOD in turn after evaluating forwards the same to the Principal in turn to the 

Management for the approval. 

 On approval, the accounts department will provide the financial support in the 

beginning for registration and subsequently reimburse the expenses. 

 The necessary certificates / attendance certificate along with brief report to be 

submitted to the HOD of concerned departments for documentation. 

 The faculty who intended to attend high impact National and International 

Events are encouraged. 

Records Management: 

 The faculty members who have attended the events has to document the 

certificate or the front page of the publication in their personal file and the 

concerned department files. 
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   Dr. Yashvanth Bhupal, 
       Managing Trustee 
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      Abstract—Plagiarism is an expansive obstacle in various 

fields like the education sector, business technology, fashion 

world, etc. The writers copy the readily available material and 

data and present it as their own work without providing 

required citations. Due to this, industries like the education 

system, fashion world newspaper publishers, and a lot more 

industries fall under immense intimidating remarks. Although 

there are several tools available in the market that solve the 

problem of plagiarism using different approaches and features. 

The existing plagiarism detection tools available in the market 

compare plagiarism only when the input document contains the 

text format. However, existing tools do not check for plagiarism 

when the input document is an image. In this paper, a tool is 

proposed that uses an exhaustive searching technique that 

searches the text and text embedded in the image. The proposed 

tool allows .docx, .pdf, and different image formats as input and 

allows users to type in or copy-paste the text manually. The tool 

proposed here in this project verifies the input document with 

the content available on the websites and gives the results 

concerning similarity. 

Keywords—plagiarism detection, tfidfvectorization, feature 

extraction, cosine similarity, Tesseract-OCR, Trigrams. 

I. INTRODUCTION 

Plagiarism is one of the growing global problems 
experienced by publishers, research, and educational 
institutions which is generally defined to be literary theft. i.e., 
holding the models, documents, canons, pictures, etc. of 
another person and presenting them as their own work. This is 
expressed as plagiarism. This proves an act of dishonesty in 
academics and literature and hence it must be prevented. 
Plagiarism can harm a person's reputation, result in legal 
action, and even result in the cancellation of credentials in 
both academic and professional settings. Therefore, it is now 
more crucial than ever to identify and avoid plagiarism, 
especially in the age of readily available online content. 

In this paper, a plagiarism detection tool is proposed that 
utilizes a combination of Natural Language Processing (NLP) 
text preprocessing, Term Frequency-Inverse Document 
Frequency (TF-IDF), Vector Space Model (VSM), and Cosine 
Similarity techniques to accurately detect instances of 
plagiarism within a document by comparing it against online 
sources. 

The tool first preprocesses the document's text by 
removing stop words, lemmatization, and tokenizing the text 
using an NLP model. 

The tool extracts relevant text from online sources and 
then generates a TF-IDF matrix for the document, which 
represents the frequency of each word in the document 
relative to the frequency of that word across all the results 
obtained from online. processes to generate a TF-IDF matrix. 

The tool then uses VSM to convert the document's TF-IDF 
matrix into a vector in a high-dimensional space, where each 
dimension represents a different word in the document. The 
tool also converts the online source's TF-IDF matrix into 
vectors for comparison purposes. The tool then computes the 
cosine similarity between the two sets of vectors, which 
measures the degree of similarity between the document and 
online sources based on the angle between their vectors. 

The tool marks the source link with a red color whose 
cosine similarity score is above a certain threshold. The 
proposed tool offers an effective and reliable solution for 
detecting plagiarism within a document against online 
sources, Therefore the detection of plagiarism inside a 
document is becoming increasingly important in many fields 
and industries where originality is a critical factor. 

II. LITERATURE SURVEY 

This research compares the unigram, bigram, and trigram 
of the vector space model with cosine similarity measure to 
identify an intra-corpal plagiarism detection tool that is ideal 
for text-based assignments. The use of the unigram, bigram, 
and trigram vectors was tested using a manually evaluated, 
labeled dataset. Trigram vector produces better results with 
the tagged data even though it takes relatively more effort. 
Additionally, the trigram sequence matching method using the 
Jaccard measure is contrasted with the chosen trigram vector 
space model using the cosine similarity metric. The cosine 
similarity score has slightly higher values than the others in 
the results. Due to its emphasis on giving terms that do not 
appear frequently in the dataset more weight, the trigram 
technique's cosine similarity metric is preferred over the 
alternative [1]. 

This paper discusses a Java source code plagiarism 
detection tool named CopyPoppy, programming plagiarism 
issues are addressed in this research. It's significant to 
remember that some pupils may comprehend code solutions 
and utilize them as a basis for creating their own code. Since 
they are just using another person's source code as inspiration 
for their own finished code, these types of situations may not 
always be seen as instances of plagiarism. Therefore, 
numerous factors must be considered when determining 
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whether a source code is plagiarized. To discern between what 
is deemed plagiarism and what is not, CopyPoppy was created 
[2]. 

 In this paper, the authors have discussed that Plagiarism 
is the act of using someone else's words or ideas without 
giving the original author due credit. The tool proposed in this 
paper checks plagiarism in NCERT textbooks. NCERT 
textbooks are bound by copyrights and usage guidelines. 
Although it is possible to download copies of these textbooks 
and use them as references or as textbooks, publishing these 
copies is undoubtedly prohibited. To avoid being accused of 
plagiarism, you must correctly cite these sources throughout 
your piece of writing [3]. 

This paper describes a text similarity detection approach 
for electricity customer service work orders based on the 
TFIDF algorithm and cosine similarity. This method entails 
gathering and preprocessing text data, extracting and 
weighting relevant keywords with TFIDF, and estimating text 
similarity with cosine distance. This method has a greater 
accuracy value, requires less time, and is less difficult than 
other detecting methods. Overall, the TFIDF and cosine 
similarity methods have the potential to improve customer 
service quality by discovering similarities across client 
complaints [4]. 

In this paper, the authors have addressed that copying the 
entire work and representing that as your own work is global 
plagiarism. In this advanced generation of internet technology 
and easy availability of various kinds of data, from various 
sources has become much easier to access the data and share 
and copy various kinds of data which lead to plagiarism. Many 
students and educators frequently copy and paste the 
information which is available on the internet which is a 
notable problem of plagiarism [5]. 

In this paper, the existing methodologies for plagiarism 
detection are categorized into complete or global plagiarism 
which is copying entire work and representing that as your 
own work. Paraphrasing plagiarism means rephrasing a piece 
of text, sentence, or paragraph in your own words. Other types 
are intrinsic (internal) and extrinsic (external) plagiarism [6]. 

In this paper, the authors have given a brief idea about 
Intrinsic plagiarism. Sometimes when a plagiarism source 
doesn’t have any digital content then the intrinsic plagiarism 
detection plays as a substitute for instances like plagiarized 
content that is directly written by another author without copy-
pasting it from any other source, another instance is when a 
student asks someone to write his or her essay or thesis [7]. 

In this paper, the author gives some insights into Extrinsic 
plagiarism. A suspicious document is checked against the 
available reference documents i.e., local corpus or collection. 
This local corpus is used as a reference and can either be 
online or offline content. The goal of any system is to find 
plagiarized sections in the available source document. 
Extrinsic plagiarism means the given document should be 
examined for plagiarism by comparing it with the reference 
document. Various technologies used for extrinsic plagiarism 
detection are the use of string matching, the vector space 
model (VSM), syntax, semantics, structural analysis, etc. [8]. 

This paper is a survey of the available tools. The authors 
have discussed the tools and the approach and techniques that 
are involved in them. Most of the tools that are discussed in 

this paper output a list of document pairs and their similarities 
(in percentages) [9]. 

 In this paper the author has used a vector space model 
called Cosine similarity. As is a known thing, evaluating the 
similarity by just considering the raw text is not accurate when 
the suspicious document contains text that is rephrased. A 
vector space is just the representation of raw text as vectors. 
Cosine similarity is good when compared to other methods. 
Because it gives more importance to the weight of the terms 
that are infrequent in the dataset [10]. 

In this paper the author has discussed about the Plagiarism 
detection systems and had given a brief about working of such 
systems in general. Software that detects plagiarism takes 
documents or text as input, process them, and output a detailed 
analytical report, consisting of the measure of similarity with 
primary sources of the plagiarized documents [11].  

The system proposed in this paper was comprised of four 
main stages: 

i. Tokenization and pre-processing. 

ii. Creating a corpus of sentences by mixing source and 
suspect documents, which are represented as a tf-idf 
vector. 

iii. Creating a similarity index between the source and the 
suspect document. 

iv. Documents with similarities more than the threshold 
similarity are marked as plagiarized [12]. 

In this study, the author created an AI chatbot that uses 
AIML methods such as n-gram, TFIDF, and cosine similarity 
to determine ranking and sentence similarity. Each sentence 
in the given input sentence is scored (cosine similarity score), 
and sentences with a high cosine similarity score are 
discovered for the query [13]. 

Digital photographs are becoming increasingly common. 
Every day, countless pictures are created by various 
organizations such as students, engineers, and physicians to 
meet their various demands. They may access photos based on 
their rudimentary properties or the text connected with them. 
Text in such photos can give useful information. The author 
in this paper intends to automatically retrieve and summarize 
visual information from photos. For this aim, an optical 
character recognition system with several algorithms is 
necessary. Tesseract, which was developed by HP Labs and is 
now owned by Google, is presently the most accurate optical 
character recognition engine [14-15]. 

III. ALGORITHM 

Algorithm: plagiarismChecker(input):  

Input: copy paste the suspicious text into the textbox available 
or upload a file (formats allowed .pdf, .docx, .png, .jpeg, .jpg, 
.bmp). 

Output: Plagiarism report having matching sources with their 
respecting similarity scores against the input document 
respectively. 

1. Identifying the type of input files. 

2. Using suitable methods to extract text from the input 
files (methods include pdfToText() using pdfminer 
package, docToText() using docx2txt package, 
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imgToText() using pytesseract package and Tesseract-
OCR tool). 

3. Using the extracted text from the previous step as a 
search query to obtain matching results on the internet. 

4. Scraping text content by removing html tags of the 
respective results obtained in the previous step. 

5. Generating Trigrams for the suspicious input 
document and for each of the extracted text in the 
above step. 

6. These trigrams are then used to obtain matching text. 

7. Vectorizing the matched text for creating a vector 
space model (VSM) using tfidfvectorizer. 

8. The above obtained vectors are then used to calculate 
the similarity index using Cosine Similarity. 

9. The similarity index obtained is then output as a 
similarity report. 

IV. PROPOSED METHODOLOGY 

 

 
Fig. 1. Process workflow 

Fig. 1. proposes the methodology used for the detection of 
plagiarism. 

The proposed system detects plagiarism in different ways. 

i. Detection of plagiarism in local documents. 

ii. Detection of plagiarism through the web portal. 

Step 1: Input Document. 

The system lets the user input documents (suspicious 
documents) in different formats. 

Step 2: Text extraction. 
The system detects the type of document that is being 

uploaded and applies suitable conversion techniques to extract 
text from the documents. 

Step 3: Fetching Results online. 
The text obtained in the previous step is now used as query 

text to fetch results online (i.e., links to web pages). 

Step 4: Scraping Content. 
In this step, the system scrapes the content from the 

Internet (by parsing the html web pages). 

Step 5: Text Pre-Processing. 

a. Cleaning: 

In this, the text extracted in the previous step undergoes 
various cleaning processes such as case conversion (to 
lowercase), removing stop-words, removing punctuation, and 
lemmatization. 

b. Tokenizing: 

The cleaned text is converted into trigrams. These trigrams 
are used for feature extraction. 

Step 6: Feature extraction. 
The trigrams are vectorized using the tfidfvectorizer which 

are known as features. 

tf�t�  �  �t € d� / �no. of words in d�        (1) 

idf �t, D�  �  log�N / count�d € D: t € d��        (2) 

   Where, 

Tf – Term frequency.  

t – term 

d – document 

D – Set of Documents 

Idf – Inverse Document Frequency 

N – Total no of Documents 

Evaluating tf-idf: 

tf � idf �  tf �t, d�  ∗  idf �t, D�    (3) 

Equation (1) represents the formula to evaluate tf (term 
frequency). Term frequency is a measure of how often a word 
“t” appears inside a document “d”. 

Equation (2) represents the formula to evaluate idf (inverse 
document frequency). Inverse document frequency is a weight 
that indicates how frequently a word t is used across a set of 
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document D (corpus). The lower its score, the more frequently 
it is used across documents. The word's importance decreases 
with the increase in score. 

Equation (3) is the combination of tf and idf to evaluate tf-
idf for a particular word. 

Example: 
A = “The car is driven on the road”; B = “The truck is 

driven on the highway” 

TABLE I.  INTERNAL EVALUATION OF TF-IDF MATRIX IN PYTHON 

 

Word TF IDF TF-IDF 

A B A B 

The 1/7 1/7 log (2/2) = 0 0 0 

Car 1/7 0 log (2/1) = 0.3 0.043 0 

Truck 0 1/7 log (2/1) = 0.3 0 0.043 

Is 1/7 1/7 log (2/2) = 0 0 0 

Driven 1/7 1/7 log (2/2) = 0 0 0 

On 1/7 1/7 log (2/2) = 0 0 0 

The 1/7 1/7 log (2/2) = 0 0 0 

Road 1/7 0 log (2/1) = 0.3 0.043 0 

Highway 0 1/7 log (2/1) = 0.3 0 0.043 

 

Table. I. Shows the Internal evaluation of TF-IDF matrix 
in python. 

Step 7: Generating Similarity Index 
 

Using Equation (4) cosine similarity, the system evaluates 
the similarity index between the documents and thus 
concludes that the input document is plagiarized or not. 

Similarity = cos(θ) = 
�⋅�

‖�|| ‖�|| = 
∑ �!  "!#$ �!

%∑ �!&"!#$ %∑ �!&"!#$
                    (4) 

V. RESULTS AND DISCUSSION 

 

 
Fig. 2. UI for text/file input 

Fig. 2. Represents the UI element inside the tool that lets 
the users to select input type (text/file) and proceed 
accordingly. 

The system was tested with content available on internet, 
with different formats (.pdf, .jpg, .docx, etc). 

Test Case 1: 
An essay about Dr A P J Abdul Kalam was Copied from 

the online site and the results were obtained as follows: 

  

Fig. 3. Results obtained for pdf input 

Test Case 2: 
Here in this test case, a “c program for reversing a string” 

from the web was copy pasted and tested inside the system. 

 

Fig. 4. obtained results 

Fig. 3. and Fig. 4. Represent the results obtained when the 
system is tested with text input pasted as an input inside the 
text area. The figure has the matching source (i.e., the 
hyperlink) and the similarity index (i.e., percentage). 

Test Case 3: 
Here in this test case, the system was tested by giving a 

python program to calculate the GCD of two numbers: 

# program to get g_c_d of two numbers 

def harshiGani (H, G): 

    if G == 0: 

        return abs(H) 

    else: 

        return harshiGani (G, H % G) 

H = 60 

G = 48 

print ("gcd (60, 48) = ", end="") 

print (harshiGani (H, G)) 

The following result was obtained after giving the above 
input to the system. “This search query yielded No matching 
results” hence the document is unique, and the similarity index 
will be 0%. 

From the above obtained results, conclusion derived is as 
follows: 

In Test Case 1 and Test Case 2, The system was tested by 
copy pasting content, which was available on the internet, so 
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the system resulted the similarity i.e., the matching 
percentage. 

Whereas in Test Case 3 the document contains a python 
program to calculate the GCD of two numbers which wasn’t 
copy pasted from any source hence no matching links were 
obtained therefore the tool shows a message like “This search 
query yielded No matching results” and it concludes that the 
content inside the document wasn’t plagiarized. 

 

Test Case 4: 
 

 
Fig. 5. pdf file input 

Fig. 5. Represents the UI element inside the tool when the 
user selects the input type as “File”. Here the input given is a 
pdf file. 

Here in this test case a pdf file was given as input which 
contains 2 pages (1132 words) and the results obtained are 
shown in Fig. 6. 

 

Fig. 6. obtained results 

Test Case 5: 
 

 

Fig. 7. Image file (.bmp) input 

Fig. 7. Represents the UI element inside the tool when the 
user selects the input type as “File”. Here the input given is a 
.bmp file. 

Here in this test case, an image file (.bmp) was given as 
input, Tesseract-OCR tool extracts text content from image 
file and the results obtained are shown in Fig. 8. 

 

Fig. 8. obtained results 

Comparison of proposed tool with Turnitin: 
 

Input1: Image file containing abstract of React JS. 

TABLE II.  COMPARISON OF PROPOSED TOOL WITH TURNITIN 

 

Input Results 

Proposed tool Turnitin 

Input1 https://dokumen.pub/designing-

applications-with-spring-boot-

22-and-react-js-step-by-step-

guide-to-design-and-develop-

intuitive-full-stack-web-

applications-

9789388511643.html (12.39 %) 

Cannot process image 
files. 

 
Table II. Shows the Comparison of proposed tool with 

Turnitin. 

VI. CONCLUSION 

Limitations: 
 

1. As the model doesn't have access to proprietary, 
licensed content/databases so it only checks plagiarism 
with the publicly available.  

2. As of now the proposed tool detects plagiarism in 
image files, however if a document has images and in 
turn those images have text content in them then those 
images in document aren't considered for evaluation of 
plagiarism.  

3. The current version is capable of processing 
documents of 5 - 6 pages. 

Future Scope: 
 

1. As the model does not have access to proprietary or 
licensed content, the future scope could include 
collaborating with content providers or databases to 
obtain necessary permissions and access to their 
proprietary or licensed content. This could enable the 
model to detect plagiarism more accurately by 
comparing it against a wider range of sources, 
including proprietary and licensed content. 

2. To address the limitation of not detecting text within 
images embedded inside the document, the future 
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scope could be an optimized system that checks for 
images inside documents further text from those 
images will be extracted from OCR and then checks 
for plagiarism. 

3. To overcome the limitation of processing documents 
limited to 5 - 6 pages, the future scope could involve 
enhancing the processing capacity of the tool to handle 
longer documents. This could be achieved through the 
optimization of algorithms, improving computational 
resources, and utilizing distributed processing 
techniques. Increasing the processing capacity would 
enable the tool to handle larger documents and provide 
more comprehensive plagiarism detection for longer 
content pieces. 

To Conclude, 

In this paper, a novel approach is proposed, and a tool is 
developed that detects the contents of plagiarism in the input 
document. The proposed tool takes the input which is either in 
the form of pdf, document (.docx) format, or any kind of 
image format such as (.jpeg, .png, .bmp, .jpg) and then it 
compares it with the contents available online. It generates the 
report separately by specifying the matching source present on 
the website. So that the tool is tested for its correctness and 
completeness by comparing it with various documents 
available online. 
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Abstract—According to recent trends, the size of databases is 

increasing rapidly, which calls for the need for larger databases 

that can be scaled to support future upgrades without 

compromising performance. Additionally, the way SQL queries 

are structured can have a significant impact on their execution 

performance. This paper proposes a set of rules for formatting 

SQL queries that must be followed to optimize them. The 

approach includes identifying any need for indexing on specific 

columns if the query includes filtration. By avoiding the 

unnecessary use of data and columns, our proposed model aims to 

convert user SQL queries into optimized ones, reducing query 

execution time which provides an in-depth analysis of SQL 

optimization techniques to enhance the performance of database 

queries. The research discusses the significance of query 

optimization and outlines some of the commonly used techniques 

in SQL optimization. 

Keywords—Data Base, Optimization, Query SQL, Table. 

I. INTRODUCTION 

SQL optimization plays a critical role in database systems as 
it impacts the performance of database queries. The purpose of 
this literature review is to provide an overview of SQL 
optimization techniques that have been used to enhance query 
performance. The review will cover the significance of SQL 
optimization, the common techniques used in SQL optimization, 
and the impact of these techniques on query performance. 

In today's complex world, manipulating large datasets stored 
in large database systems is necessary for various purposes, 
ranging from simple queries such as "finding the address of a 
person with SSN# 123-456789," to more complex queries like 
"finding the average salary of all employed married men in 
California between the ages of 30 to 39 who earn less than their 
wives." Speeding up these queries is crucial to improving 
efficiency and ensuring service quality. Query optimization has 
been and remains a central topic in database research. In 
database systems, queries are used to extract specific tuples or 
data based on preset conditions. Modern database systems 

incorporate a software optimizer responsible for query 
optimization. 

II. RELATED WORK  

Ramesh and Subramanian’s [1] paper discusses the 
importance of optimizing SQL queries for better performance. 
Authors provided an overview of different optimization 
techniques such as indexing, partitioning, and caching can be 
used to minimize disk I/O operations, reduce CPU usage, and 
optimize memory usage. They also discuss query evaluation 
metrics such as response time and throughput, and provide a 
detailed description of each metric and summarizes the findings 
of their experiment and conclude that optimization techniques 
are beneficial for query performance. 

Zhu and Zhang’s [2] paper provides a comprehensive survey 
of SQL query optimization techniques, highlighting the 
significance of query optimization in database systems. Paper 
explains on how query optimization can be affected by factors 
such as data distribution, query complexity, and the size of the 
database. Finally, they summarize the main contributions of the 
survey and suggest that future research should focus on 
developing new optimization techniques and improving the 
efficiency of existing ones. 

In paper [3] the authors propose a new optimization 
technique for SQL queries based on query graphs. The authors 
explain that query graphs are graphical representations of SQL 
queries, which can be used to identify redundant computation 
and optimize query execution. By analyzing the query graph, 
their technique can identify common sub expressions and reduce 
the number of join operations required to execute the query. The 
paper then presents an experimental evaluation of their 
optimization technique on a set of SQL databases and 
summarize their findings and suggest that future work should 
focus on developing more efficient algorithms for constructing 
query graphs and further improving the optimization technique. 
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In paper [4], the authors propose a new approach to 
optimizing SQL query performance through adaptive query 
processing. The authors explain that traditional query 
optimization techniques are static and cannot adapt to changes 
in data or query patterns, but their approach uses runtime 
statistics to dynamically adjust query plans and improve 
performance. They present an experimental evaluation of their 
approach on a set of SQL queries and measure the execution 
time and query plan size for each query. Their findings suggest 
that their approach can significantly improve query performance 
in dynamic environments and suggest that future work should 
focus on further improving the efficiency and effectiveness of 
their approaches. The paper also highlights the limitations of 
traditional static optimization techniques and the potential of 
using metric statistics to adapt query plans, providing valuable 
insights for researchers and practitioners in the field of database 
systems. 

Zhang and Liu’s [5] paper proposes a new approach to 
optimizing SQL queries using machine learning techniques. 
They explain that traditional query optimization techniques are 
based on heuristics and may not always produce optimal results, 
but their approach uses machine learning algorithms to learn 
from query execution data and generate more accurate query 
plans and summarizes their findings and conclude that their 
approach to SQL query optimization using machine Learning 
techniques can significantly improve query performance.  

In paper [6], the authors propose a machine learning-based 
approach for optimizing SQL queries in relational databases. 
The authors collect query execution data and use it to train a 
machine learning model to forecast query execution time. The 
trained model is then used to generate query plans that minimize 
execution time. The authors evaluate their approach on a set of 
SQL queries and report improvements in query performance. 
Overall, their approach demonstrates the potential of using 
machine learning algorithms for query optimization in relational 
databases. 

Bhatia and Kaur [7] propose an approach to improve the 
efficiency of SQL query processing on cloud data warehouses, 
combining query rewriting techniques with a heuristic-based 
algorithm to optimize SQL queries. The authors compare the 
performance of their approach to traditional query optimization 
techniques and report that their approach significantly improves 
query performance. They also highlight the importance of query 
optimization in cloud digital warehouses, which are becoming 
increasingly popular due to their scalability and cost-
effectiveness.  

Khandelwal et al. [8] compare the performance of various 
SQL query optimization techniques in big data to optimize query 
performance. They find that query optimization significantly 
improves query performance, with indexing being the most 
effective for one dataset and materialized views being the least 
effective for the other. The paper also provides valuable insights 
into the strengths and weaknesses of each query optimization 
technique and advises practitioners on selecting the right 
optimization technique for a given dataset. 

In paper [9], the authors propose an approach to improve the 
efficiency of query execution in SQL database management 
systems using AI techniques. The authors employ a combination 

of AI techniques, including neural networks and fuzzy logic, to 
predict the optimal execution plan for a given query. The paper 
evaluates the effectiveness of their approach on two large 
datasets and reports that their approach significantly improves 
query performance compared to traditional query optimization 
techniques. It highlights the importance of query optimization in 
DBMS and suggests the potential of AI-based techniques for 
query optimization. This paper provides a starting point for 
further research in this area and has implications for researchers 
and practitioners in the field of database management. 

Munot, Patil, and Pathak [10] provide a review of SQL query 
optimization techniques and discuss various techniques for 
optimizing SQL queries. These techniques include indexing, 
query restructuring, materialized views, and query caching. The 
authors also discuss the importance of generating efficient query 
execution plans and the benefits of using tools such as SQL 
Profiler and Query Analyzer. The paper provides a useful 
overview of SQL foundation techniques and serves as a helpful 
resource for researchers and practitioners in the field of DBMS. 

In paper [11], the authors propose a novel approach to SQL 
query optimization that leverages JIT compilation. The authors 
present the architecture of the system, which consists of a query 
optimizer, a JIT compiler, and a runtime engine. They evaluate 
their system using various benchmarks and compare it with 
existing query optimization techniques. Overall, their unified 
system provides a comprehensive solution that can be applied to 
a wide range of applications 

The authors in paper [12] proposes a set of relational XQuery 
optimization techniques that are implemented in 
the Pathfinder system for the DB2 database. The authors present 
the architecture of the system, which consists of a query 
optimizer, a query executor, and a runtime system. Overall, their 
proposed techniques address the limitations of existing XQuery 
optimization techniques and achieve significant performance 
improvements. 

In paper [13], a brief overview of the optimization of 
correlated SQL queries is explained. Correlated subqueries are 
a type of SQL query that can be challenging to optimize because 
they require multiple passes over the same data. The author 
discusses the limitations of existing optimization techniques for 
correlated subqueries and proposes a new technique that 
leverages query rewriting and indexing to improve performance. 
The results show that the proposed technique outperforms 
existing techniques and achieves significant performance 
improvements. The proposed technique outperforms existing 
techniques and achieves significant performance improvements. 

The authors in paper [14] provides a comprehensive guide to 
tuning SQL Server queries for optimal performance. The author 
discusses various techniques for troubleshooting query 
performance issues, including analyzing query plans, 
identifying and resolving blocking issues, and optimizing 
indexing strategies along with it covers advanced topics such 
as query execution plans, parallelism, and memory 
management. 

In paper [15], authors give a comprehensive guide to tuning 
SQL Server queries for optimal performance. The article covers 
advanced topics and includes practical examples and case 
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studies to illustrate the concepts and techniques discussed. It is 
a valuable resource for database administrators and developers 
looking to optimize query performance in their SQL Server 
environments. 

III. OPTIMIZATION METHOD 

The process starts by taking a SQL query statement as input. 

The SQL query statement is then rewritten into a 
semantically equivalent statement with lower costs. Several 
executions plan with the same semantics is generated. An 
internal estimator calculates the cost of each plan, and the best 
plan with the minimum cost is selected. 

The selected plan is executed, and the queried data is output. 

Let Q be an SQL query with n predicates (p1, p2, …, pn), m 
tables (t1, t2, …, tm), and k join conditions (j1, j2, …, jk). 

Let C(p) be the cost of evaluating a predicate p, and C(t) be 
the cost of scanning a table t. Let C(j) be the cost of performing 
a join operation j. 

Then, the cost of executing the query Q is given by: 

C(Q) = ∑(i=1 to n) C(pi) + ∑(i=1 to m)    

            C(ti) + ∑(i=1 to k) C(ji)   (1) 

The optimization problem is to find the optimal execution 
plan P for the query Q, such that the cost of executing the query 
is minimized. 

P = argmin C(Q) 

Subject to the following constraints: 

 Each predicate must be evaluated on the smallest 
possible subset of rows. 

 Each table must be scanned using the most efficient 
access method. 

 The join conditions must be evaluated in the most 
efficient order. 

This optimization problem can be solved using various 
techniques, such as heuristic algorithms or dynamic 
programming. The optimal execution plan P will provide the 
most efficient way to execute the query Q, resulting in faster 
query processing and improved database performance. 

The query transformation is carried out according to the 
following rules:  

 • Perform selection/projection operations early on.  

• When performing consecutive join operations, start with 
operations involving smaller joins.  

• Compute common expressions once and save the results. 

There are three major steps involved in query processing as 
shown in Figure.1. 

 

Fig. 1. Query Processing Steps 

Parsing and Translation: The first step in query processing 
involves parsing and translation. Similar to a compiler parser, 
this step checks the syntax of the query to ensure that the 
specified relations exist in the database. While high-level query 
languages such as SQL are suitable for human use, they are not 
suitable for system internal representation. Therefore, 
translation is necessary to represent the query in an extended 
form of relational algebra. 

Optimization: There are many ways to write a SQL query, 
and the optimization of a query depends on how the data is 
stored in the file organization. A query can also have different 
corresponding relational algebra expressions. 

Execution Plan: A query evaluation plan is a systematic, 
step-by-step execution of primitive operations for fetching data 
from the database. Different evaluation plans for a particular 
query have different query costs, which may include the number 
of disk accesses, CPU time required for query execution, and 
communication time in the case of distributed databases. 

IV. QUERY OPTIMIZATION EXAMPLES 

In this section, we mentioned various queries along its 
optimized version of query. 

TABLE I.  SQL QUERY TYPES 

SQL QUERIES   Optimized Query 

#1 .USE ‘REGEXP_LIKE’ TO REPLACE ‘LIKE’ CLAUSES 

SELECT * FROM Phone_list 

WHERE lower(item name) LIKE 

'%apple%' OR lower(item name) 

LIKE '%blackberry%' OR lower(item 

name) LIKE '%LG%' OR lower(item 

name) LIKE '%ZTE%' --and so on 

SELECT * FROM Phone_list 

WHERE 

REGEXP_LIKE(lower(item 

name), 

'apple|blackberry|LG|ZTE') 

#2.USE ‘REGEXP_EXTRACT’ TO REPLACE ‘CASE-WHEN LIKE’ 

SELECT CASE WHEN concat(' 

',item_name,' ') LIKE '%apple%' then 

'Apple' WHEN concat(' ',item_name,' 

') LIKE '%moto%' then 'Moto' WHEN 

concat(' ',item_name,' ') LIKE 

'%weather%' then 'Weather' … AS 

brand FROM Phone_list 

SELECT 

regexp_extract(item_name,'(appl

e|blackberry|LG|ZTE |...)') AS 

brand FROM Phone_list 

#3. Convert long list of IN clause into a temporary table 

SELECT * FROM Phone_list as p1 

WHERE item_id in (1234, 4567, …, 

1011) 

SELECT * FROM Phone_list as 

p1 JOIN ( SELECT item_id 

FROM ( SELECT split('1234, 
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4567, …,', ', ') as bar ) CROSS 

JOIN UNNEST(bar) AS 

p1(item_id) ) AS Phone_list2 as 

p2 ON p1.item_id = p2.item_id 

#4.Always order your JOINs from largest tables to smallest tables 

SELECT * FROM little_table JOIN 

big_table ON lillte_table.id = 

big_table.id 

SELECT * FROM big_table 

JOIN little_table ON 

little_table.id = big_table.id 

#5.Use simple equi-joins 

SELECT * FROM emp_table e1 JOIN 

dept_table d1 ON e1.date = 

CONCAT(d1.year, '-', d1.month, '-', 

d1.day) 

SELECT * FROM emp_table  e1 

JOIN ( select Ename, 

CONCAT(d1.year, '-', d1.month, 

'-',d1.day) as date from 

dept_table d1 ) new ON e1.date = 

new.date 

#6. Use Max instead of Rank 

SELECT * from ( select empid, 

new_rank() over (order by pro_date 

desc) as new_rank from emp_table ) 

where new_ranking = 1 

SELECT empid, max(pro_date) 

from emp_table group by 1 

V. CASE STUDY 

SQL query optimization serves several important purposes, 
including: 

Improving performance: The primary objective of SQL 
query optimization is to enhance performance by reducing 
response time. This is achieved by minimizing the time it takes 
for users to request data and receive responses, thereby 
providing a better user experience. 

Reducing CPU execution time: By optimizing SQL queries, 
the CPU execution time of a query can be reduced, resulting in 
faster results. 

Increasing throughput: SQL query optimization aims to 
minimize the number of resources required to fetch all necessary 
data. The most efficient way to fetch the required data is by 
fetching the least number of rows possible. This results in 
increased throughput and more efficient resource utilization. 

By considering SQL Queries which are mentioned in 
Table.1, we have executed several queries with regular and 
optimized query, results shown that optimized queries provide 
same results, when compared to regular query, with faster 
response, hence we can save time in processing of query. 

In Figure.2, we have executed A Query on Phone_List 
Table, and gives relevant output as shown below:  

 

Fig. 2. Phone_List Table Query Execution1 

Similarly, we have executed another set of Query on Figure.3 
and Figure.4 respectively and produces the comparatives results, 
which makes query processing faster. 

 

Fig. 3. Phone_List Table Query Execution2 

 

Fig. 4. Phone_list Table Query Execution3 

Finally, in Figure.5 depicts the query execution time, which 
is minimal compared query execution without optimization 
techniques. 

 

Fig. 5. Phone_List Table Query Execution Result 

VI. CONCLUSION 

In conclusion, SQL query optimization techniques have been 
extensively studied and developed to improve the performance, 
efficiency, and user experience of database systems. Both 
quantitative and qualitative studies have shown the significant 
impact of SQL optimization techniques on query response time, 
CPU execution time, and throughput. By implementing best 
practices such as indexing, query rewriting, and normalization, 
organizations can optimize SQL queries and improve their 
database performance. 

Comparative studies have shown that different optimization 
techniques have different strengths and limitations, and the 
selection of the appropriate technique depends on the specific 
characteristics of the database system and the query workload. 
Machine learning-based approaches have shown promising 
results in recent years, and they have the potential to automate 
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and optimize SQL query optimization in a more effective and 
efficient manner. 

Overall, the proactive adoption of SQL query optimization 
techniques can lead to increased productivity, reduced costs, and 
improved customer satisfaction. Further research and 
development in this field will continue to advance the state-of-
the-art in SQL optimization and enable even more efficient and 
effective database systems in the future. 
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Abstract—• In 21st Century almost every single piece of data
is available over the internet. All we need is to surf through the
internet. User sometimes spend more time in surfing the internet
to get information about a movie. So the emphasis is to make
every piece of data available in a single page which will help user
to surf faster. Our approach is to build a website with customized
search engine for Hollywood movies. Initially, the movie database
gathers data from IMDB and Kaggle movie dataset. When the
user enters the movie title in the webpage. TMDB API gathers
the data from the TMDB website. This provides the user with
the simplistic and user-friendly environment. It also provides the
basic information about the movie, classification of the movie
review based on classifier algorithm and generates a list of top 10
similar movies based on cosine-similarity measure and content-
based filtering approach.

Index Terms—Accuracy, cosine, confusion matrix, document,
similarity

I. INTRODUCTION

In the information age of today, almost all material is acces-
sible online. Just an online inquiry needs to be done. Internet
users spend more time looking up information about movies.
Therefore, it is reasoned that it would be easier to make all
the necessary information available on a single website, which
would enable users to find movies more rapidly. This was a
key factor in our decision to launch this initiative. In daily
life, recommendation algorithms are more important. Due to
many works in our life, people are constantly pressed for time.
Therefore, the suggestion systems are crucial because they rec-
ommend without too much human effort. A recommendation
system essentially seeks out material that would be interesting
for a particular person. These recommendation engines saves
time for people in taking decisions. These recommendation
systems use artificial intelligence, where they can predict what
a person wants to view.

The article has different sections. Section II provides details
about state of the art literature review carried out. Section III
briefs about the proposed approach for movie recommendation
to the user. Section IV provides insight to the obtained results
and the analysis part. Section V concludes the work with scope
for future work.

II. LITERATURE REVIEW

This section highlights on the literature review carried
out for movie recommendation systems. Generally there are

three different types of recommendation systems [1]. The
categorization of the systems are as shown in Figure 1.

Fig. 1. Categorization of recommendation systems.

Lina Chen et al. (2017), in their study makes use of
collaborative filtering ideas. It concentrates on how to offer
an effective and efficient programme for moving images.
The suggested approach handles huge datasets using the Java
MapReduce Framework. Highly efficient and dependability
can be attained for the suggested model by utilising the
MapReduce architecture [2].

Unnathi et al. (2018) proposed collaborative filtering with
Apache Mahout. The user’s tastes and actions are taken into
consideration in the collaborative filtering method. On the
basis of user similarities, predictions are made. Apache Ma-
hout is used to integrate and use machine learning tools. The
combined use of Apache Mahout and collaborative filtration
is required throughout the entire system [3].

Shreya Agarwal et al., recommended that the techniques
of the past are now obsolete. So, the most recent iteration of
the Hybrid technique was created with the express purpose of
raising the standard of the movie recommendation system. The
collaborative filtering technique and content-based filtering
both have advantages and disadvantages that the suggested
system incorporates. By utilizing one another’s good traits,
negative characteristics can be surmounted. Support Vector
Machine method is used as its predictor in the implementation
process. The combined approach has allowed for the identifica-
tion of a positive increase in the overall system’s performance
[4].
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Mihhail Matskin et al.(2016) proposed a specialized rec-
ommender system for a movie website. The textual meta
data is collected and analyzed, and it is discovered that they
are unique and varied, which sets them apart from other
movie recommender systems. Following analysis, resemblance
is found and pictures are suggested. This recommended model
also suggests an extra feature for adjusting weight in the
textual information to discover similarity [5].

Jeffrey Lund, yiu-Kai N G suggested that the system with
a combination of collaborative filtration and encoders. This
method trains the suggested model using the Movie Lens
data set. Based on ratings from various users, movie ratings
for a specific person are anticipated. The suggested system
employs Collaborative Filtering as well as a neural network
model to suggest videos to the user. The method also employs
regularisation to lower suggestion error rates [6].

Vallari Manaci et al.(2020) proposed the hybrid technique,
which raises the system’s quality, is the primary idea at play in
this suggestion system. A hybrid strategy combines a content-
based approach and a joint approach. It starts with a single hot
encoding and then generates a similarity matrix. The produced
matrix is then subjected to the Deep Neural Network with
the SoftMax Activation function to produce the suggested
selection of films [7].

Patrick Adolf et al.(2019) suggested a study, that examines
the operation of the text-based categorization method. Analyz-
ing the effectiveness and applications of different classification
and regression methods is helpful. It provides a short expla-
nation of how the programme operates in various situations
[8].

Angshuman Paul et al.(2018) proposed an approach that
conducts an advanced study on the Random Forest algorithm,
explaining how performance is enhanced and assessed based
on internal parameters. It helps to enhance classification
performance by reducing the number of trees and repeatedly
removing undesirable features [9].

Maithili et al. (2022), suggested in their study to make
use of collaborative filtering for recommending the movies.
Recommendations are based on user’s previous interest. It
uses K-Nearest Neighbor algorithm for recommending movies.
Demerits of this study is that sometimes a user may not be
interested to watch movies that were his previous interest, but
here the system tries to manipulate the users mind to watch
same old similar movies [10].

Wang et al. (2020) proposed a recommendation system
based on deep learning. Deep learning has massive impact in
many fields by virtue of its powerful computing and non-linear
transformation capabilities. It uses LSTM-CNN algorithm
for recommendation. It recommends movies by mining user
behaviour data and recommending movies with higher rating.
Demerits of this study is that, it recommends only highly rated
movies. If the user is interested in some low rated movie, the
chances of that movie getting recommend is very low [11].

Afra Nawar et al. (2021) proposed a recommendation
system based on K-means clustering. Existing recommending
systems works on collaborative approach which lacks in fresh

content. The main objective of this paper is to introduce a
cross-content recommendation system based on the description
of the movies and machine learning algorithms [12].

Nikhil et al. (2022) in their article proposed a movie
recommendation system based on users information. It alters
existing model by using content-based filtering to recommend
movie. It saves a lot of time of user to search movies on
internet, that problem can be overcome using content-based
filtering and recommendation system [13].

Manjusha et al. (2023) proposed a movie recommendation
system that recommends movies based on users watch history.
This machine alters existing system by employing sentimental
analysis of reviews to improve the users experience. This paper
compares Naı̈ve bayes, SVM and KNN based on metrics such
as accuracy, precision, F1 score and recall [14].

III. PROPOSED METHODOLOGY

The proposed system mainly concentrates on the following
features.

• Providing basic information about the movie
• Sentimental analysis of the movies.
• Recommending similar kind of movies

Figure 2 represents of the functionalities of the proposed
system, through a systematic Use Case diagram.

• Step 1: Input Movie Name
The system lets the user input movie name.

• Step 2: Extracting Movie Details
The system extracts the basic information about the
movie and its cast

• Step 3: Recommending similar movies.
The system recommends similar movies to the user, based
on cosine similarity.

• Step 4: Sentimental Analysis of reviews
In this step, the system scrapes the content from the Inter-
net and does sentimental analysis of reviews using naı̈ve
bayes classification algorithm. (by parsing the HTML
web pages).

Fig. 2. Use case diagram for proposed system functionalities
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Figure 3 depicts the flow chart for the proposed movie
recommendation system based on content filtering.

Fig. 3. Flow chart for movie recommendation system

Pre-Processing:
The selected data set cannot be used immediately for

comparable calculations. To do this, the data set is formatted
in a manner that makes it possible to quickly determine the
similarity value. The process of ranking is deployed. Finding
the most pertinent paper is made easier by ranking.

Term Frequency - Inverse Document Frequency (TF-IDF)

The mathematical tool TF-IDF assesses a word’s relevance
to a document within a group of documents. It is utilized
for information extraction and document search. It counts
the number of times a word appears in the documents. Most
frequently used terms like if, where, and, etc are given least
priority because they don’t matter a lot to that particular doc-
ument. The easiest way to calculate frequency is to count the
total number of times a word appears in the given document.

TF (i, j) =
term i frequency in document j

Total words in document j
(1)

Equation 1 gives us a count of how many times a word
has been repeated in a document. More frequent words have
values that are closer to 0. By considering, all the documents,
splitting total words in that document, and then computing
the logarithm, TF-IDF can be computed. Consequently, if the
word is repeated many number of times, the value will be
closer to 0, else it will be closer to 1.

A. Recommending Similar movies:

Figure 4 represents the sequence diagram for the proposed
system based on the use case diagram (Figure 2). Cosine
similarity is used to find similarity between two documents.
Cosine similarity is used in our recommendation system to
find and filter similar movies based on the users interest. Movie
recommendation is based on the similarity score obtained. The
movies with greater similarity score are recommended.

Fig. 6. Cosine similarity angle representation

The angle between two vectors determines its direction and
is measured in ‘θ’. This angle can be calculated by using
Equation 2.

• When θ = 0 °, the ‘x’ and ‘y’ vectors overlap and prove
to be similar.

• When θ = 90 °, the ‘x’ and ‘y’ vectors are therefore
dissimilar.

A graphical representation of cosine similarity between two
vectors is as shown in Figure 6. The cosine similarity values
ranges between zero and one. If the angle is less, greater
the similarity and if the angle is more, lesser the similarity.
The cosine relationship increases with decreasing angle. The
cosine similarity across all numbers, that is formed by two
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Fig. 4. Sequence diagram for movie recommendation system

Fig. 5. Sentimental analysis of user reviews.

vectors is determined using Equation 2. In our approach,
cosine similarity is based on movie title, director and top three
actors of the movies.

cos(x,y) =
x · y
|x||y|

(2)

B. Movie Reviews:
Analyzing movie evaluations with sentiment analysis based

on naive Bayes categorization is a common technique. It is

a probabilistic algorithm called Naive Bayes determines the
likelihood that each phrase in a review falls under a specific
mood group (positive or negative). Figure 5, shows sample
reviews obtained through sentimental analysis. The algorithm
then classifies the evaluation as favorable or negative using
these odds. The Mean Square Error (MSE) is a parameter,
used to address issues with the data’s branching patterns from
each component. Equation 3 represents the MSE formula used
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in our approach. MSE value obtained for the proposed model
is 0.0072.

MSE = (1/N)

D∑
i=1

(xi − yi)
2 (3)

where n indicates the number of points, xi denotes value
returned by the model and yi is the actual value for the data
point ‘i’.

IV. RESULTS AND ANALYSIS

Confusion Matrix: It would be necessary to establish the
categorization categories and evaluate how well the recom-
mendation system performed in relation to these categories
before creating a confusion matrix for a movie recommenda-
tion system.

Considering two classification categories for movie recom-
mendations: “Recommended” and “Not Recommended”, the
confusion matrix in our approach is represented as shown in
Table I.

TABLE I
CONFUSION MATRIX FOR MOVIE RECOMMENDATION SYSTEM

Recommended
(Predicted)

Not -
Recommended
(Predicted)

Recommended (Actual) True Positive
(TP): The
user was
recommended
a movie and
liked it.

False
Positivev(FP):
The user was
recommended
a movie and
did not like it.

Not - Recommended (Actual) False Negative
(FN): The
user was not
recommended
a movie and
would have
liked it.

True Negative
(TN): The
user was not
recommended
a movie and
did not like it.

A. Performance Evaluation Parameters

This subsection deals with various performance evalua-
tion parameters considered for evaluating the trained models
against a public domain data set.

1) Precision: A performance measure called precision is
used to assess a classifier’s efficiency. It is the proportion
of the system’s overall number of accurate positive forecasts
to all of its positive predictions i.e., Proportion of movie
recommendations that are good recommendations. Equation
4 represents precision.

Precision =
TP

TP + FP
(4)

2) Recall: Recall is a performance indicator that measures
the proportion of accurate positive predictions to all positive
occurrences in the data set, and it is used to assess how
comprehensive a classifier’s predictions are. Equation 5 is
the mathematical representation for recall, and is defined as
proportion of good movie recommendations that appear in top
recommendations.

Recall =
TP

TP + FN
(5)

3) Accuracy: When assessing the general accuracy of a
classifier’s forecasts, such as those made by a movie sugges-
tion system, accuracy is a performance measure that is used
[15]. It calculates the system’s percentage of accurate forecasts
among all the occurrences in the data set, using Equation 6.

Accuracy =
TP + TN

TP + FP + FN + TN
(6)

Accuracy for the proposed system is 98.77%. i.e., ( 56600
+ 80100)/(56600 + 1400 + 300 + 80100) = 136700 / 138400
= 98.77%

4) F1 Score: A performance measure called the F1 score
is used to assess how well a classifier balances memory and
accuracy. It is the harmonic mean of recall and precision and
assigns each measure identical weight. Equation 7 represents
F1 score.

F1 Score =
precision ∗ recall
precision+ recall

(7)

where Precision is the ratio of true positives to all positive
forecasts, and Recall is the ratio of true positives to all positive
occurrences in the data set.

A score of 1 indicates flawless accuracy and memory, while
a score of 0 shows no precision or recall. The F1 score goes
from 0 to 1. Having a high F1 number means the classifier is
producing reliable favorable forecasts, while minimizing false
negatives and false positives. Table II represents the confusion
matrix values for the trained model and results and the values
of the performance evaluation parameters are tabulated in
Table III.

TABLE II
CONFUSION MATRIX VALUE FOR MOVIE RECOMMENDATION SYSTEM

Recommended
(Predicted)

Not -
Recommended
(Predicted)

Recommended (Actual) 56600 1400
Not - Recommended (Actual) 300. 80100

Table III, lists out the values for various performance
evaluation parameters used in this approach to validate, as well
test the model. From the parameters such as Precision, Recall,
F1 Score and Accuracy, it can be found that the proposed
approach performs better than the existing systems.

TABLE III
PERFORMANCE EVALUATION & COMPARISON WITH EXISTING APPROACH

Performance Parameter Existing
Approach

Proposed
Approach

Precision 98.28 Average High
Recall 99.62 Average High

Accuracy 98.77 Low High
F1 Score 98.94 Average High

The data set that was explored till 2018, achieved a low
accuracy. In order to enhance the accuracy of the model, for
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the data set obtained after the year 2018, web scrapping was
performed from wikipedia. This system uses Ajax engine for
predicting movie name , which will increase the accuracy of
finding the exact movie. Two pickle files viz., npl model.pkl
was used for natural language processing and Transform.pkl
was used for faster vectorization respectively to achieve high
accuracy. Table IV shows the sample of test cases written for
the proposed system, and Figure 7 depicts the accuracy value
comparison of the proposed model with the existing models.

TABLE IV
TEST CASES FOR THE PROPOSED APPROACH

Test Case
ID

Description Action Result

1 Try to enter special
characters in movie

Not able to enter Pass

2 Try to click on search
with empty movie
name

Not able to search
with empty name

Pass

3 Search movie that is
not present in that
data base

Displays “Movie not
available message”

Pass

4 Type wrong movie
spelling

Displays “Check
movie spelling”

Pass

Fig. 7. Comparison of accuracy of proposed model vs existing models

V. CONCLUSION

The user’s preference is the most crucial thing to remember.
It is tedious to have to take the time to look for every bit
of information on the internet. With the help of this method,
users can view useful details about a movie all at once. The
search engine, recommendation engine, and categorization are
at the heart of this endeavor. Metadata like cast, category,
story line, year, and performers are used by the system.
Our system can provide knowledge about movies, but it is
only available for Hollywood productions. Additionally, based
on user search history, it is capable of suggesting related
movies. After performing a number of analyses and tests, it
was discovered that most people save time by using movie
suggestion websites rather than searching the internet for every
single piece of information about a Hollywood film. From

the obtained results, it can be concluded that the proposed
approach performs better when compared to existing systems.
In future, the work can be extended for regional languages in
India to overcome linguistic barrier, and also hybrid approach
using optimization techniques can also be applied.
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With the burgeoning growth of the job market and a surge in applications, the processes of 

job recommendation and candidate selection have become complex and labor-intensive. 

The advent of new technologies such as machine learning has automated these processes, 

yet the unstructured nature of resumes, often in PDF format, necessitates laborious data 

extraction for efficient skill-based candidate screening and categorization. Ineffectual 

recruitment can result from mismatched skills. The system proposed in this study aims to 

address these challenges by automatically fetching and categorizing resumes, extracting 

critical information, and utilizing job descriptions for candidate selection and 

recommendations. Unstructured data from PDF documents is extracted using a PDF reader, 

and machine learning algorithms, specifically logistic regression and Gaussian Naïve 

Bayes, are employed for generating recommendations. In an innovative approach, this 

system not only classifies resumes but also recommends updates or rewrites. Performance 

of the proposed system is evaluated in terms of classification accuracy and the effectiveness 

of update recommendations, and results are compared with alternative models. This 

research represents a significant advancement in the application of machine learning to the 

automation of job recommendation and candidate selection processes. 
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1. INTRODUCTION

Resume screening represents a crucial step within a 

company's hiring process, permitting evaluation of potential 

employees prior to their recruitment. Furthermore, it facilitates 

the preparation of candidates for comprehensive examination 

[1]. The ultimate objective of resume screening is to identify 

suitable individuals for job vacancies, while concurrently 

preventing the company from overlooking exceptional 

candidates [1]. However, manual screening of resumes is a 

time-consuming and complex process, particularly given that 

each job vacancy typically attracts hundreds of resumes [2]. 

Although resumes generally adhere to a standard format, the 

specific skills and qualifications demanded by each role may 

necessitate varying levels of specificity in their creation [3]. 

The majority of contemporary job applications require 

electronic resumes. However, the development of resume 

screening approaches based on modern methodologies, 

knowledge discovery, and social networks remains in its 

infancy, with substantial research required prior to the 

implementation of commercial systems [4]. 

One notable limitation of resume screening is its reliance on 

candidate-provided content entered into job portals or 

electronic forms during the job application process. While job 

seekers may possess unique attributes that distinguish them, 

discrepancies may arise if the data entered does not match the 

content of the candidate's resume. At its most effective, resume 

screening could yield a list of individuals with similar 

resumes, and vice versa, but this could introduce significant 

bias and inaccuracies particularly in the case of numerous 

unsupervised searches [5]. Therefore, it is imperative that 

uploaded resume documents are screened for an effective job-

matching profile. Consequently, the extraction of useful data 

from these documents is essential. In this context, Natural 

Language Processing (NLP) can be employed to extract job-

matching attributes from the resume document [6]. The 

extracted attribute values can then be compared to the skill set 

requirements for recruitment, facilitating the identification of 

relevant jobs with commensurate salaries. 

What is Natural Language Processing? 

Natural Language Processing (NLP) is a process of 

breaking down the given input into component parts and 

interpreting their meaning. The process includes converting 

the input into a form that a computer can understand [7]. NLP 

can be employed to extract high-quality information from 

documents and queries by developing the computer’s ability 

to understand and communicate with humans in the human 

language. 

The rising use of social media applications such as 

Facebook, LinkedIn, Twitter etc. for job-seekers’ screening 

activities is likely to propel the growth of the NLP market. 

NLP being a demanded technique is used by researchers in 

extracting the most relevant information, identifying negative 

character traits, and more. In the recruitment industry resumes 
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need to be screened, and the process requires to be automated, 

and NLP is one among the appropriate method to interpret the 

resume [8]. Even well-written resumes will never be 100% 

successful without proper interpretation or extraction. The 

research is motivated by several factors, including the 

exponential growth in the job market and the subsequent 

increase in the number of job applications, which has made the 

recruitment process more complex and time-consuming. 

Additionally, the unstructured data in the form of pdf resumes 

has made it even more challenging to extract structured 

information to automate the screening process [9]. 

The proposed system is motivated by the need to ease the 

recruitment process by providing an automated solution to 

screen candidates, categorize them based on their skills, and 

recommend job updates or rewrites. This will help recruiters 

to efficiently and accurately identify the most suitable 

candidates for a job. 

Furthermore, the proposed system is also motivated by the 

need to reduce the mismatch between candidate skills and the 

skills demanded by industries, which can lead to 

ineffectiveness in all phases of the recruitment process. The 

system aims to ensure that the skills of the candidates are 

aligned with the skills required by the industry, resulting in 

more effective job candidate selections. 

Overall, the research is motivated by the need to improve 

the recruitment process by providing an automated and 

accurate system to screen candidates, categorize them, and 

provide job recommendations. The proposed system is 

expected to improve the efficiency and effectiveness of the 

recruitment process, resulting in more successful job 

placements. 

This paper utilizes NLP for effective data extraction from 

resume documents. NLP helps in analyzing every aspect of a 

resume and helps not only to screen the appropriate resume but 

also helps in recommending candidates to update or rewrite 

the resume if it is not on par with a standard resume. The 

satisfactory resumes are then classified according to the job 

description. 

 

 

2. LITERATURE SURVEY 

 

This section emphasizes mainly on the recent research 

carried out on resume classification and recommendations.  

An automated resume ranking system, or screening system, 

is a type of bias identification mechanism that uses natural 

language processing (NLP) to produce human-readable ratings 

of an individual's educational, professional, and personal 

attributes that have been analyzed using a search query [10]. 

The resume ranking system relies on human contexts such 

as job titles, company names, and geography. This method 

measures individual attributes such as how the individual is 

perceived and how it is interpreted by others [11]. The Resume 

ranking system also known as job role assessment, is a method 

of matching users to positions using language patterns from 

resumes and job applications. 

Manual assessment or screening is somewhat biased 

because it relies heavily on how a person perceives or 

interprets the resume, whereas an automated resume screening 

system with a machine learning approach will remove the bias 

in screening the resumes. NLP (Natural Language Processing) 

can be utilized to match job applicants with job openings based 

on a keyword [12].  

Tejaswini et al. developed a resume ranking system [13], 

which used the KNN approach to rank and pick resumes from 

the available resume dataset. The best candidates can be 

identified using content-based suggestion, which selects and 

ranks a large number of Curriculum Vitae (CV) based on job 

descriptions and uses cosine similarity to identify the CVs that 

are most similar to the provided job description. According to 

experimental findings, the proposed system performs with an 

average text parsing accuracy of 85% and a ranking accuracy 

of 92%. 

A job recommendation system was developed by Mishra 

and Rathi using the enhanced DSSM (Deep Semantic 

Structure and modelling) [14]. The Deep Semantic Structure 

Modelling (DSSM) system employs semantic modelling of 

sparse data to increase system effectiveness by representing 

job descriptions and skill entities as character trigrams. The 

results of the DSSM model using two distinct datasets 

(Naukari.com and CareerBuilder.com) are compared, and the 

results of the proposed system are found to be better. Xavier 

initializer and Adam optimizer were used in the proposed 

approach.   

In the paper titled “Text Analysis for Job Matching Quality 

Improvement” [15], the authors proposed an approach for the 

recruitment or staffing agency to match the quality of 

candidates to the job. Key factors like commute time, job 

location, job type, hourly rates, and skill set are matched for 

improved quality in identifying the candidate. Using a text-

mining technique, the authors carefully examined text data that 

had been written by recruiters at a hiring agency in order to 

investigate these qualities. The authors were able to extract 

both positive and negative keywords that affected the 

matching result.  

A content-based recommendation engine is developed, it 

finds the best possibilities for a user by matching their interests 

and talents to the requirements of a job ad. To provide the 

required suggestion, the recommended engine makes use of 

various text filters and feature similarity algorithms. Similarity 

algorithms use topic models and the bag of n-grams as parts of 

feature vectors [16]. 

Conventional job recommendation systems work on 

classifying the resume based on the data stored as tables or 

CSV or Excel files, collected through the job application portal 

or through web forms in the resume [17]. The proposed system 

extracts or scrapes the data from the resumes that are pdf files 

and the proposed system along with classification also 

recommends the resume for updates or rewriting by 

classifying the resume as unsatisfactory resumes. All the 

resumes are verified for their quality, and if the resume does 

not convey any clear information, then the resume is classified 

as unsatisfactory and other resumes that clearly states the skill 

set of the candidate are classified as satisfactory. 
 
 

3. METHODOLOGY 

 

The aim of the proposed system is to extract the data from 

the pdf files and to classify the resume as satisfactory and 

unsatisfactory resumes, then recommend rewriting to further 

strengthen the unsatisfactory resume and classify the 

satisfactory resumes based on the skill set. 

 

3.1 Overview of the proposed system 

 

The overview of the proposed system is depicted in Figure 

1. The system can be fragmented into three major modules. 
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i) To Extract or scrape the essential data from the 

resume, that is in pdf format: 

 

For this task ‘PyPDF’ package is used. PyPDF is a Python 

library that allows for the manipulation of PDF files. PyPDF 

provides functionality for extracting information from PDF 

documents by analyzing their internal structure. 

 

 
 

Figure 1. Resume recommendation and classification system 

overview 

 

 
 

Figure 2. NLP model 

 

To extract information from a PDF document using PyPDF, 

one would typically follow the following steps: 

1. Open the PDF file using PyPDF. 

2. Access the desired page or pages within the 

document. 

3. Extract text or other content from the page(s). 

4. Close the PDF file. 

To accomplish these steps, PyPDF provides a variety of 

operational codes that can be used to interact with PDF 

documents. Some of the key operational codes for extracting 

information from PDF documents using PyPDF include: 

• PdfFileReader: A class that represents a PDF file 

and provides functionality for reading and parsing the file. 

• getPage: A method of the PdfFileReader class that 

allows for the selection of a specific page within the document. 

• extractText: A method of the PdfFileReader class 

that extracts text from a selected page. 

• numPages: A property of the PdfFileReader class 

that provides the number of pages in the PDF document. 

By using these operational codes, PyPDF enables users to 

extract information from PDF documents and perform a 

variety of other operations on the files. 

The first step is to install the 'PyPDF' package, once the 

package is installed, the next step is to import the required 

libraries and open the PDF file using the 'PyPDF' package.  

Next, we need to extract the text from the PDF file. We can 

do this by iterating through each page of the PDF file and 

extracting the text using the 'extractText()' function. 

After the text is extracted, it may contain unwanted 

characters or formatting, which needs to be cleaned. Pre-

processing can be done to clean the extracted text. This may 

include removing special characters, removing stop words, 

and tokenizing the text. 

In conclusion, the 'PyPDF' package is a useful tool to extract 

essential data from resumes in PDF format. Once the text is 

extracted, it can be further processed to clean and refine the 

data, making it useful for various applications, including 

candidate screening and job matching. 
 

ii) To classify the resume into satisfactory and 

unsatisfactory resumes: 
 

The data extracted from the pdf is pre-processed so that 

unnecessary data that does not impact the result is removed. 

The important function of this pre-processing is to extract only 

useful data. NLP (Natural Language Processing) is utilized in 

pre-processing. The process of pre-processing using NLP is 

depicted in Figure 2 and the algorithm is discussed as follows: 

 

Algorithm for Pre-processing the data extracted using PyPDF 

_______________________________________________ 

Input: Text extracted from a PDF document using the PyPDF 

package 

Output: Pre-processed text that is cleaned and refined for 

further use 

________________________________________________ 

1. Remove special characters from the text using regular 

expressions 

● Initialize a regular expression pattern to match all 

non-alphanumeric characters 

● Use the re.sub() function to replace all matches with 

a space character 

2. Convert the text to lowercase 

● Use the lower() method to convert all characters to 

lowercase 

3. Remove stop words from the text using the nltk 

package 

● Initialize a set of stop words using the 

stopwords.words('english') method 

● Tokenize the text using the word_tokenize() 

function from the nltk package 

● Use a list comprehension to remove all stop words 

from the tokenized text 

4. Tokenize the text using the nltk package 

● Use the word_tokenize() function to split the text 

into individual tokens 

5. Perform stemming using the Porter Stemmer 

algorithm from the nltk package 

● Initialize a PorterStemmer() object 

● Use a list comprehension to apply the stemming 

algorithm to each token in the tokenized text 

6. Return the pre-processed text as a list of stemmed 

tokens 

_________________________________________________ 
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Further, the classification is performed using machine 

learning models. Four benchmark models namely logistic 

regression [18], Gaussian Naïve Bayes [19], SVM, and 

Decision tree Classifier [20] are trained using a set of 

satisfactory and unsatisfactory resumes. Once the model is 

trained, it is used for the classification of the resumes as 

satisfactory and unsatisfactory. Satisfactory resumes are 

considered for job recommendations and unsatisfactory 

resumes are recommended for upgrade or rewrite. The 

satisfaction of a training structure in machine learning 

approaches can be judged based on several criteria, including: 

1. Accuracy: This measure how well the model predicts 

the correct class labels for the test data. Higher accuracy 

indicates better performance. 

2. Precision: This is the ratio of true positive predictions 

to the total number of positive predictions. It measures the 

ability of the model to identify true positives and avoid false 

positives. 

3. Recall: This is the ratio of true positive predictions to 

the total number of actual positive instances in the test data. It 

measures the ability of the model to identify all positive 

instances, including those that might be missed. 

4. F1 Score: This is the harmonic mean of precision and 

recall. It provides a balanced measure of both metrics and is a 

good indicator of overall performance. 

The results of the models are recorded for accuracy, 

Precision, Recall, and F1Score and later compared in the 

results section. 

The output from the NLP model is fed to the machine 

learning models. To better understand the standard of the 

resume, a word cloud is generated. Word cloud is a way of 

visualizing content or data. The most frequently used words in 

the resume will be generated as a word cloud for a better 

understanding of what skill set the candidate has. Figure 3 

shows the word cloud of an unsatisfactory resume where the 

recruiter could not come to a conclusion on the expertise of the 

candidate, whereas the word cloud depicted in Figure 4 clearly 

showcases the expertise of the applicant. 

 

iii) Classify satisfactory resumes for job 

recommendations based on skill set: 

 

The skill set of the satisfactory resumes extracted using NLP 

is stored and the distinct skills are identified. For instance, the 

skillset required for Business analytics is extracted from the 

set of business analytics resumes as [‘Tableau’, ’Pandas’, 

‘Artificial Intelligence’, ’Pyspark’, ‘IBM Watson’, ’Sklearn’, 

‘R programming’, ‘Keras’, 'Map Reduce’, ’Modelling’, 

 

 
 

Figure 3. Word cloud generated for an unsatisfactory resume 

 
 

Figure 4. Word cloud generated for a satisfactory resume 

 

’Regression’, ‘Dundas BI’, ’Patterns’, ’Data Mining’, 

‘Plotly’, ’Text Mining’, ’Oops’, ’Deep Learning’, ’Web 

Analytics’, ’Time 

Series’, ’Regression’, ’Tensorflow’, ’Azure’, ’Linear 

Regression’, ’Logistic Regression’, ’Decision Tree’, ’Random 

Forest’, ’Data Structure’, ‘Keras’].  The skillset likely grows 

with the increase in the number of resumes used for training. 

As more resumes for a specific job role are used for training 

the model becomes more effective. The resumes are 

categorized based on the extracted data for each job 

description and the distribution of the categories is visualized 

in the results section. The job recommendations are done 

based on the category of the resume. The job description or 

requirement is used as the input and the appropriate 

candidate’s resumes are fetched as recommendations based on 

the extracted info. The performance of the models is measured 

using accuracy, where accuracy is the number of correct 

predictions among the total predictions made, it is calculated 

using Eq. (1) as below. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦

𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒
 (1) 

 

The percentage of accurate predictions made by the model 

is measured by accuracy. Accuracy alone might not be 

sufficient in cases with unbalanced data, where the proportion 

of instances in each class differs dramatically. 

What percentage of the positive forecasts is actually 

positive, according to a criterion called precision? It shows 

how well the model is determining a class's true positive 

values.  

What percentage of all the real positive records are 

accurately identified, according to recall? It shows how 

successfully a model can locate each instance that belongs to 

a class. Recall is calculated for each class in multiclass 

classification tasks and then averaged using either a macro-

average or a micro-average. 

Recall is a metric used to measure the ability of a model to 

identify all relevant instances of a particular class. Macro-

average and micro-average are two ways to calculate the 

average recall score across all the classes in a multiclass 

classification task. 

In macro-average recall, the recall score for each class is 

first calculated separately, and then the average of those scores 

is taken. This approach treats each class equally, regardless of 

its size or frequency in the dataset. 

On the other hand, in micro-average recall, the recall score 

for each class is calculated and then averaged, taking into 
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account the size or frequency of each class. This approach 

gives more weight to classes that have more instances in the 

dataset. 

The main difference between macro and micro-averaging is 

that macro-averaging gives equal weight to each class, while 

micro-averaging gives more weight to larger classes. 

Therefore, if there is a class imbalance, micro-average recall 

would be more appropriate than macro-average recall. In the 

proposed system, recall is calculated using macro average. 

The weighted harmonic mean of precision and recall is 

known as the F-Score, and a score of 1 denotes the highest 

possible precision and recall values. It is a helpful indicator for 

assessing the model's overall performance. 

 

 

4. RESULTS AND DISCUSSIONS 

 

4.1 Dataset exploration 

 

Two datasets are used in the proposed approach, one for 

classifying satisfactory and unsatisfactory resumes. One for 

categorization of the resumes as per the job description. A total 

of 150 resumes are used for classifying satisfactory and 

unsatisfactory resumes, 75 for each category. A total of 500 

resumes are used for training the model for job categorization 

with 141 job descriptions. For every job description, a set of 

skill sets is stated that has around 30 to 50 keywords. The skill 

set generated by the model is compared with a reputed job 

portal website https://www.hireitpeople.com/resume-

database/ and found that the skillset fetched using the trained 

models is above par as per the requirement. 

 

4.2 Model evaluation 

 

The resumes are segregated as satisfactory and 

unsatisfactory and the accuracy of the models is compared. 

Logistic regression and Gaussian Naive Bayes perform better 

among the four models. Table 1 shows the accuracy attained 

among the models. 

The frequently used words in the resume will be extracted 

for a better understanding of what skill set the person has. The 

algorithm used to find the frequency distribution of words is 

given as follows. 

1. Read the sample resume file and store it as a string 

variable. 

2. Clean the text data by removing any non-

alphanumeric characters (punctuation, special characters, 

etc.), and convert all text to lowercase. 

3. Tokenize the cleaned text into individual words. 

4. Create an empty dictionary to store the frequency 

count of each word. 

5. Loop through each word in the list of tokenized 

words:  

a. If the word is not already in the dictionary, add it with a 

value of 1. 

b. If the word is already in the dictionary, increment its 

value by 1. 

6. Sort the dictionary by value in descending order to 

get a list of the most frequently used words. 

7. Output the list of words and their frequency count. 

Most frequent words are plotted as a frequency distribution 

graph for a sample resume as depicted in Figure 5. 

The resumes are categorized based on the job categories and 

once the job description is given as the input, the resumes 

applicable for the job are fetched and given. The number of 

resumes belonging to the top 30 categories is displayed in 

Figure 6 as a bar graph. 

 

Table 1. Accuracy of the models 

 
S. No Model Name Accuracy 

1 Logistic Regression 0.9763 

2 Gaussian Naive Bayes 0.9516 

3 SVM 0.333333 

4 Decision Tree Classifier 0.8943 

 

 
 

Figure 5. Frequency distributions of words in a sample 

resume 

 

 
 

Figure 6. Resume categories with their numbers 

 

Several resumes fall under multiple categories for example 

a same resume is applicable for backend developer and also 

for database engineers, similarly the same resume that is 

categorized under subject matter expert (SME) is applicable 

under other categories also. Hence there is an overlap in 

several categories. The accuracy of models was tested with a 
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