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Abstract 

The intermittent drying behaviors of guava were experimentally studied using a Solar 
Photovoltaic assisted dryer. This research aimed to investigate the performance of dryer for 
drying applications utilizing a Taguchi design of experiment (DoE), ANOVA analysis. The 
drying experiments was carried for drying guava fruit of varying thickness from 2 to 7 mm and 
with different intermittent ratios (α =Tr/ (Tt)), where Tr and Tt are the rest time and total (heating 
and tempering) time for each 60 minutes’ duty cycle α=0, 0.25, 0.5 and 0.75, respectively. The 
drying regime was observed all through a major falling rate. The study articulates that 
intermittent ratio and fruit thickness considerably effects dehydration process. The 
intermittency ratio of 0.25 resulted in optimum drying rate, reducing the effective drying time. 
Solar radiation is measured was ranged from 251 to 956 W/m2. The maximum collector & 
dryer efficiency was 70% & 18% respectively. The biological test resulted showed the 
suitability of safe consumption. The statistical analysis shows, that the Henderson & Pabis and 
logarithmic model is a preferred to explain intermittent drying nature of Guava fruit. 

 

Keywords: Intermittent Drying, intermittent ratio, Guava fruit drying. Antioxidant activity. 

1. INTRODUCTION 

Guava is a "super-fruit" of a Myrtaceae fruit 
family owing to its antioxidant and phenols 
virtue [1,4]. India leads guava production, 
followed by China [2, 3]. The purpose of 
dehydration is to remove water content to 
an optimal value such that no degrading 
microbial reactions are encouraged. In 
conventional drying continual heat is 
delivered throughout the dehydrating 
resulting in surface hardening of the 
product owing to less moisture at surface. 
Thus, it causes quality degradation by 

reducing drying rate and wastage of high- 
grade heat energy. The strategy of 
intermittent drying permits enough time for 
the moisture to mitigate at the surface from 
the center through the tempering period. 
The antioxidant properties and quality of 
dried guava slices strongly depend on pre- 
treatment and drying methods adopted 
along with drying conditions like air 
quality, temperature, and velocity [6]. 
Several constraints like medium 
temperature, inlet air velocity, and relative 
humidity, and fruit thickness influence 
drying kinetics. Modern-day techniques for 

mailto:sekermail10@gmail.com
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devising drying procedures consist of 
developing a numerical model of moisture 
transport in drying known as 'drying 
kinetics' [7]. Dehydration of agricultural 
produce is well-defined by thin layer drying 
mathematical models. Drying kinetics are 
normally evaluated experimentally by 
observation of drying sample mass over a 
period [8,9]. Dehydration process 
Mathematical models are employed in 
enhancing existing drying systems, 
devising new systems, and optimization of 
dehydration process [10]. Fick’s law of 
diffusion is generally employed to explain 
the dehydration process. Moisture ratio 
models are used to study the drying curves 
to understand dehydration of agricultural 
produce. The dry basis Moisture content at 
varying temperatures and velocities is 
transformed into a Moisture Ratio to 
normalize the curves. 

 

This research aimed to experimentally 
explore the effects of intermittent-ratio and 
thickness for guava fruit on the drying 
curves of guava (Sodium guajava L) fruit 
grown in the Ballari (15.1394 0N, 
76.92140E) area of Karnataka state, India, 
utilizing developed Micro-controller-based 
solar photovoltaic assisted fruit dryer. The 
purposes of the study were to 
experimentally explore the Guava fruit 
drying kinetics for varying drying 
parameters via, the effect of intermittent 
ratio and fruit thickness upon drying 
characteristics and study the fitness of semi 
empirical models developed by Henderson 
- Pabis [11], Page [12], and Wang- Singh 
[13] for explaining the dehydration process. 

2. MATERIALS AND 

METHODOLOGY 

 

2.1 EXPERIMENTAL SETUP 

The schematic of the solar photovoltaic 
assisted fruit dryer setup is shown in 
Figure1. The dryer was used for 
experimental work, which assured required 
drying environments over a range of 
operational conditions. The drier comprises 
of 2mx1msolar flat plate collector with 
integral fins on selectively black coated 
1mm absorber plate on 25mm glass wool 
insulated base and a two-drying cabinet 
insulated wall, two stainless steel mesh 
trays arranged in a vertical row (length 
0.45m x width 0.45m x height 0.009m), dc 
fans for air circulation, and auxiliary 
heaters of 100w power were housed in a 
common air handling unit duct with two 
times of drying chamber. A flow control 
valve is utilized to regulate the hot air to the 
drying chamber. The hot air supply 
switching approach was used with four 
intermittent ratio α for drying fruit in a hot 
air cabinet. Flow control vale was used to 
achieve the required intermittent ratios=0, 
0.25, 0.5 and 0.75, respectively (α =Tr/ Tt) 
where Tr and Tt are the rest time and total 
time of each 60 minutes’ duty cycle. Thus 
α= 0 indicates conventional continuous 
heating and 0.75 intermittency (α) refers 
larger rest period. Digital temperature 
indicator, air filter, Relay indicator 
(Automatic), auxiliary heater, a control 
panel was used to regulate the required 
temperature of air. Fruit mass and air flow 
were measured with Digital electronic 
balance (±0.1mg). 
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o 

 

 

FIGURE1. Solar Photovoltaic assisted dryer Experimental setup 

The trial runs were performed on 30mm 
fruit slice diameter guava fruit slices with 
thickness of 2 mm, 3 mm 5 mm, and 7mm 
mass of 120gms respectively. Drying 

equation (1) [14] 
 

M  
Mi   Me 

 

 

 
---------- (1) 

experiments were performed for sunny 
days of May month. Solar Drier was run for 
60 minutes to reach a steady-state condition 
Before drying experiments for the selected 
temperature of 64 0 C hot air from 8 am to 
5 pm each day. Drying chamber 
temperature is adjusted automatically with 
the help of auxiliary heater and relay. Air 
flows parallel through the stainless-steel 
wire mesh trays, on which the samples were 
arranged in a thin layer. The fruit samples 
during drying were weighed at every 
regular interval and later the readings were 
used for evaluation of drying curves. The 
process of drying was carried till the fruit 
reached equilibrium moisture content 
(EMC). The dry sample was cooled down 
till room temperature and packed in heat- 
sealed vacuum-packed LDPE (low-density 
polyethylene) bags. The final fruit mass 
was evaluated corresponding to a known 
initial mass, ahead of the experiment and 
the initial fruit moisture content, using 

 

R  M 

Where MR is Moisture Ratio, Mi is 
Instantaneous Moisture content of the 
sample, Me is Moisture content at 
equilibrium, Mo is Initial Moisture content. 

 

2.2 TAGUCHI STATISTICALDESIGN 

The guava dehydration process was carried 
out under different combinations of 
thicknesses and intermittent heating- 
tempering ratio, employing triplicate 
readings for each experiment, and averaged 
reading is used to calculate the effect. The 
Drying time and Equilibrium moisture 
content (EMC) were tabulated through 
weight lost by comparing initial and final 
fruit mass. The experimental combination 
of process parameter followed the Taguchi 
design using Minitab 17 software. 

e 
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Table;1 Design matrix 
 

 
 

The design matrix provides the best 
probable combination of operational 
conditions of the model by decreasing total 
trial experiments. In this experimental work 
the dehydration process was carried out 
varying intermittent ratio, velocity, and 
fruit thickness, as they make a significant 
impact on the drying behavior of guava 
fruit. The 5 factors were coded at 4 levels 
of variation resulting 16 runs of 
experiments as indicated in fig 2. The 
curve-fitting is used to determine drying 
constants and coefficients for chosen 

empirical models. The results of the models 
were validated through commonly used 
statistical indicators for fruit drying models 
such as adjusted coefficient of determinant 
R2. 

In this experiment, the variables explored 
were intermittent ratio, temperature, air 
velocity, relative humidity, and fruit 
thickness, the possible combinations of 
exploratory variables with their ranges, and 
the experimental design is depicted in 
Tables 1 and 2. 

 

TABLE:2 The Exploratory Variable 
 

Exploratory Variable Variable Ranges 

Intermittent Ratio 0 0.25 5 0.75 

Air Velocity (m/s) 0.5 1 1.5 2 

Temperature (°C) 60 64 68 70 

Relative Humidity 46 48 50 52 

Fruit Thickness in mm 2 3 5 7 
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Figure 2: Signal to Noise Ratio plot 

The figure 3 indicates the SN curve related to the selected parameter such as Intermittent Ratio 
and fruit thickness, the α=0.25 and thickness 5mm shows the optimum combination for the 
present study by considering least drying time as a response variable. 

The thermal performance of collector and dryer was assessed utilizing the equations [15,16,] 
given below. 

 
 𝑸𝒖 = 𝑨[𝑺 − 𝑼𝑳(𝑻𝒑𝒎 − 𝑻𝒂)] 2 

 𝑼𝑳 = 𝑼𝒈 + 𝑼𝒃 + 𝑼𝒔 3 𝑡𝑏𝑜𝑡𝑡𝑜𝑚 𝑈𝑏 = 𝐾 𝑖 4 

(𝐿1 + 𝐿2) ∗ 𝐿3 ∗ 𝐾𝑖 𝑈𝑠 = 𝐿 ∗ 𝐿 ∗ 𝑡 
1 2 𝑠 

5 

−1 𝑁 𝐴1 𝑈𝑔 = { 𝐶  
[
𝑇𝑝𝑚−𝑇𝑎

] 
𝑒} + 𝐵 + 𝐶  − 𝑁 

1 1 𝑇𝑝𝑚 𝑁+𝑓 

6 

 7 

A   (T  T )T 2  T 2 
1 pm a pm a 

8 

B       0.0591 Nh  1
 

1 p w 
9 

hw  2.8  3.0VW 10 

C  
2N  f 1  0.0133 p   N 

1 
g 

11 

f  (1 0.089*hw  0.1166*hw * p )*(1 0.07866* N) 12 
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Table 3 Selected thin layer drying models. 
 

 

Where a, b, k, and n, are drying coefficients 
k is the drying constant in min-1 and t is the 
drying time in min. The values of 
parameters for different models for thin 
layer drying at optimum temperatures, 
intermittent ratio, velocity, and fruit 
thickness utilizing the Analysis of variance 
method and presented in table 3 

3.2 Biological analysis of sample 

The dried guava slices were subjected to 
microbiological analysis to determine the 
product quality in terms of Antibacterial 
Activity, Antioxidant activity and 
Nutritional value. [17,18,19] 

Determination of Antibacterial Activity 

The bacterial colonies and fungal growth in 
dried samples were analyzed via pour plate 
method in two-stage that involving sample 
preparation and examination respectively. 
In first stage saline (Na Cl) solution was 
prepared in two separate beakers and mixed 
with dried fruit samples. The sterilized 
samples material was distributed on two 
Petri dish plates and then nutrient agar 
medium was added with to enable bacterial 
growth. The procedure for fungal growth 
analysis used 1 ml of sterilized sample 
poured on Petri-dish plates and added 
dextrose agar medium for enabling fungal 

growth during 3 to 4 days of solidification 
on Petri-dish placed in room temperature. 
After sample preparation the samples were 
examined for bacterial colony growth the 
microbial count in Quebec colony counter. 

Determination of Antioxidant Content 

Free radical scavenging ability of the 
methanol extract dried samples was tested 
by 1,1-diphenyl-2-picryl hydroxyl (DPPH) 
radical scavenging assay. The hydrogen 
atom donating ability of the dried sample 
extracts was determined by the de- 
colorization of methanol solution of 
(DPPH). 1 mL of different concentrations 
dried extract was added to 3 mL of 0.1mm 
methanolic solution of DPPH. The changes 
in absorbance of samples were measured at 
517nm. A control reading was obtained 
using methanol. 

 

Determination of Nutritional 

Composition 

Nutritional value of the dried fruit was 
assessed by total fat, protein, carbohydrate 
energy and crude fiber was determined 
using respective standard protocol 
according to the standard procedure as 
mentioned in table 4. 
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Table:4 Nutrients analyzed 
 

Sl No Selected 

Parameter 

Protocol 

1 Total Fat IS:12711: 1989 

2 Total Protein IS: 7219 : 1973 

3 Carbohydrate IS:1656: 2013 

4 Energy TAL/SOP/CM/122/00 

5 Crude Fiber IS: 10226 (Part 1) :1982 

 

RESULTS ANDDISCUSSION 

The variation of Moisture content (MC) 
reduction with a drying time is illustrated 
by figure 3. It is observed the drying time 

for intermittent drying is longer than the 
continuous drying. The moisture removal 
rate was faster at higher temperatures and 
the drying time shortened considerably as 
air temperature increased. 
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FIGURE 3 Variations of Moisture Content Vs Drying Time 
 
 

It is observed that for a slice thickness of 5 
mm, 1.5 m/s velocities, an intermittent ratio 
of 0.25 required 610 minutes, whereas 700 
minutes was required for attaining EMC at 
0.75 intermittent ratios. The soothing 
period substantially influenced the rate of 
drying as moisture mitigation from the 
center to the exterior controls the drying 
process. This agrees with the former 
research [20]. 

 
It is noted that intermittent ratio and 
temperature have a key influence on the 
drying rate. The increase of air temperature 
during the heating, increased the moisture 
removal rate. In Contrast increase in the 
tempering period in the heating cycle 
reduces the moisture removal as 
temperature difference at the surface of the 
fruit reduces. 
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FIGURE 4 Variations of Moisture Ratio Vs Drying Time 
 
 

Figure 4 Illustrates the change in Moisture 
Ratio with drying time for different 
thickness at 64oC air temperature. It is seen 
that a rise in slice thickness extends the total 
drying time. The total effective drying time 
reduces by 25% when compared with 
thickness from 7 mm to 2 mm, further 

 
thickness reduction from 3mm to 2 mm 
reduced the total drying time. It is observed 
that the moisture removal is faster during 
the start of the dehydration and reduces as 
the drying continues, indicating an 
exponential reduction of the moisture ratio 
along the drying time. 

 
 

 

TABLE:5 Estimated Drying model parameters 
 
 

 

Fruit 

Fruit 

Thickness 

 

Model 

 
Constant 

 
Drying coefficient 

 
Statistical 

Indicator 

in mm k (min-1) a b n R2 

 
 
 
 

 
Guava 

3  
1 

0.00162 ------ ------ 1.49 0.95 

5 0.00139 ------ ------ 1.56 0.97 

7 0.00178 ------ ------ 1.46 0.94 

3  
2 

0.00488 1.21 ------ 0.948 0.96 

5 0.00469 1.32 ------ 0.958 0.98 

7 0.0039 1.37 ------ 0.967 0.95 

3  
3 

------ 0.0015 0.08 0.948 0.94 

5 ------ 0.0028 0.05 0.958 0.95 

7 ------ 0.0018 0.06 0.967 0.93 
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The selected model was fitted to the 
experimental data using the nonlinear 
regression. The higher the value of the 
coefficient of determination (R2) were 
chosen as the criteria for goodness of fit. 
The estimated parameters and results of the 
statistical analysis for the models are 
summarized in Table 5. It is observed from 

the tabulated results that high coefficients 
of determination were obtained for 
Henderson - Pabis gave higher values of R2 
(0.98). The predicted and experimental 
values showed the suitability of the 
Henderson - Pabis equation in describing 
the intermittent drying behavior Guava 
Fruit. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 5: Variation of Insolation Vs Time 
 

Figure 5 illustrates the variation of insolation along with time, it is observed that the solar 
insolation gradually increased in value till solar noon and remains constant with a value of 987 
W/m2 till 13:00 hrs. and reduces gradually to lower value by 17:00 hrs. 

 
 
 
 
 
 
 
 
 
 
 
 

FIGURE 6. The Air outlet temperature Vs Time 
 

Figure 6 depicts variations in exit air temperature of air heater with time for the month of June. 
The highest recorded air temperature was 48oC for a mass flow of 0.03 kg/s during the period 
close to solar noon. 
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Figure; 7 Variation of Experimental thermal efficiency 
 
 

Figure 7 dipicts Variation of Experimental 
thermal efficiency of SPV assisted collector 
and Dryer efficiency along time. lower 
values during period close to solar noon 
owing to higher inlet air temperatures that 
contributed to enhanced heat losses. The 
earlier and later part of the day exhibited a 
better instantaneous efficiency due to lower 
thermal losses.The dryer effiency exibhited 
a reducing trend from 17 % to 8% as the 
available moisture to evaporate was 
reduced . The dependance of losses 
indicated that the efficiency of 68 percent 

 
for mass flow rate of 0.03 kg/s . 

 

Biological analysis 

The bacterial activity studies revealed that 
the microbial count on intermittently dried 
guava slice were within safe limit 2 
log10cfu/g ((less than 8.0log10cfu/g)) for 
fruits [20], however fungal growth was 
visually not observed in 0.1ml samples 
through microscope. 

 
 

 

FIGURE 8: DPPH Percentage inhibition v/s sample solution concentration 
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The figure 8 Illustrates DPPH radical 
scavenging assay to determine antioxidant 
activity. The changes in absorbance of 
samples were measured. The tests were 
performed in triplicate and the graph was 
plotted with the mean values of inhibition 
percentage against the concentration of the 

sample solutions. The mean activity was 
found to begin at 48 % and showed 
maximum activity of 75%. The dried 
product had Antioxidant activity value of 
51.2 mg/ml that amounted to less than 1% 
of fresh fruit value of chosen variety of 
guava fruit. 

 
 

Table 6: Dried guava sample Nutrient contents 
 

 

Sl 

No 

Parameters Units Dried 

Sample 

Fresh 

Fruit 

 

Difference 

1 Total Fat G/100g 0.1 0.42 0.32 

2 Total Protein G/100g 3.1 2 -1.1 

3 Carbohydrate G/100g 78 81 3 

4 Energy K. Cal/100g 324.8 334.6 9.8 

5 Crude Fiber G/100g 1.1 2.9 1.8 

 

 
 

The intermittently dried product nutritional 
value of the essential nutrients per 100 
gram indicate an 0.32, 3, 1.8 grams’ 
reduction of total fat, carbohydrate and 
crude fiber and 9.8 K Cal drop in Energy 
content in comparison with fresh guava 
fruit (allabhad safada variety). The 
microbiological analysis highlighted the 
suitability of Solar Photovoltaic assisted 
dryer for intermittent drying application. 

 

4 CONCLUSIONS 

The intermittent drying behavior of guava 
fruit was studied in the present 
experimental study as a function of varying 
drying conditions. Fruit slice thickness, as 
well as the intermittent ratio, was found to 
be a significant parameter affecting 
intermittent drying behavior of guava 
slices. A higher resting period resulted in a 
lower drying rate because of reduced air 
heat supply to the product besides the 
slower movement of moisture within the 
structure. The complete drying regime 
happened in the falling period. Fruit 

thickness, drying medium temperature, and 
intermittent ratio affect the total drying time 
predominantly. 

In a heating cycle of 60 minutes, 45 minutes 
of heating and 15 minutes of resting period 
allows the moisture present in the fruit layer 
to mitigate to a surface which can be 
removed in the next heating cycle. The slice 
thickness of 5mm and intermittent ratio of 
0.25 resulted in an increased drying rate 
consequently resulting in better moisture 
mitigation ratio during drying. 

It was observed that the maximum collector 
thermal efficiency and Dryer efficiency 
were 65.7% and 18%, respectively. The 
dryer efficiencies improved with time as the 
moisture content of the produce reduced 
and it was found between 8 and 18.6% 
during day. The microbial count on 
intermittently dried guava slice is found to 
be within safe limit for fruits. The dried 
product had Antioxidant activity value   of 
51.2 mg/ml that amounted to less than 1% 
of fresh fruit value. The dried product 
nutritional value of the essential nutrients 
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per 100 grams for Total fat, Total protein, 
Carbohydrate, Energy and Crude fiber were 
0.1 g, 3.1,78 g, 324.8 kcal and 1.1 g 
respectively. The microbiological study 
highlighted the suitability of Solar 
Photovoltaic assisted dryer for intermittent 
drying application. 

The statistical analysis indicates Henderson 
- Pabis model (R2=0.982) as the most 
appropriate model to describe the defining 
guava fruit intermittent drying indicating 
the suitability of Solar Photovoltaic assisted 
dryer for intermittent drying application. 
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NOMENCLATURE 

MR Moisture Ratio hw Convective heat transfer coefficient 
between glass cover and ambient, 
W/m2K 

M i  
Mi is Instantaneous 
Moisture content in kg 
H2O/kg dry material 

 p emissivity for absorber plate 

M e Me is Moisture content at 
equilibrium in in kg H2O/kg 
dry material 

g emissivity of cover 

 
MO 

Mo is Initial Moisture in kg 
H2O/kg dry material 

m Mass flow rate, m/s 

 𝑄𝑢 

Useful heat gain FR collector heat removal factor 

𝐴 Area of the collector in m2 F’ Efficiency factor of the solar air heater 𝑆 Hourly insolation upon 
collector W/m2 

FR Heat removal factor for the solar air 
heater 𝑇𝑝𝑚 Mean Plate Temperature in 

0C 
hw Convective heat transfer coefficient 

between glass cover and ambient, 
W/m2K 𝑇𝑎 Ambient temperature 0C hfp Convective heat transfer coefficient 
between the absorber plate and the air 
stream, W/m2 𝑈𝐿 overall loss coefficient hfb Convective heat transfer coefficient 
between the bottom plate and the air 
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   stream, W/m2 𝑈𝑔 top loss coefficient h Convective heat transfer coefficient 
between 

the bottom plate and the air stream, 
W/m2 𝑈𝑏 bottom loss coefficient K fin 
Thermal Conductivity if fin in W/mK 𝑈𝑠 Side loss coefficient t thickness of the fin 

de Equivalent diameter of the 
air tunnel, m 

H distance between the absorber plate 
and the glass cover 𝐾𝑖 Thermal Conductivity if 

Insulation in 
W Distance between fins, m 𝑁 number of transparent 

covers 
Nu Nusselt number 𝐶 Specific heat of air at 

constant pressure, 

J/kgK 

i Efficiency of solar air collector 

𝑇𝑝𝑚 mean absorber surface 
temperature 

d Efficiency of solar dryer 𝑇𝑎 ambient temperature M w Mass of water evaporated, kg 𝑓 friction factor hfg 
Latent heat of evaporation, J/kg 

Tfi 
Mean fluid temperature, K t d Drying time, hour 

Tg Cover plate Temperature in 
0C 

α Intermittent ratio 

τ Transmittance of glass cover Tr Rest time ,min 

T0 Fluid outlet temperature, K Tt Total time (in duty cycle), min 

VW velocity of air, m/s   
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source available freely in surrounding environment. Research on vibration energy harvesting 
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piezoelectric material on the cantilever beam mounted with tip mass and oriented at 100, at the 

resistance of 1500 ohms is studied. MatLab program is developed considering the Euler 
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Introduction      

In the recent years, many researchers are 

attracted towards the area of energy 

harvesting from various sources available 

in the surrounding environment [1].Energy 

from vibration is one of source which is 

available freely from machines, human 

motion having low frequency vibration 

excitation which can be used to meet the 

demand without depending on conventional 

sources. Research in the area of energy 

harvesting is increasing with the 

development of smart electronic devices. 

Limitation in batteries capacity to power 

the devices and life span for supplying 

continuous energy for wireless 

technologies necessitate for energy 

harvesting. Smart structures based on 

piezoelectricity are currently generating a 

demand and piezoelectric material forms 

the alternate source for the creation of 

lifelong energy harvesters with compact 

configuration which will be utilized in 

engineering and medical applications. 

Research of piezoelectric elements in 

energy conversion applications necessitates 

a thorough understanding of solid 

mechanics and geometrical shapes [2]. 

Researchers have focused on analytical and 

numerical studies of unimorph and bimorph 

beam which forms the basis for the study of 

energy harvesting [3-5] due to its 

compatibility and ease of applications. 

Authors have studied experimentally, the 

effect of orientation of beam by attaching 

harvester to human leg and concluded that 

optimum results are obtained for 700 

orientation of harvester with reference to 

coordinate system [6]. Researchers have 

focused on orientation of harvester for 

rotational motion by changing the distance 

between the rotating center and fixed end of 

beam [7].A study on configurations of 

energy harvester for IoT sensor applications 

in smart cities [8] and optimal location of 

piezoelectric patch on the length of slat in 

aircraft applications is carried [9,10]. A less 

information is available in the literature on 

the study of orientation of the beam with tip 

mass on free end and base excitation at 

fixed end bounded with different 

piezoelectric materials [11, 12]. The aim of 

this work is to develop the MatLab program 

for the study of effect of PZT-5A and PZT 

5H material on orientation of the beam with 

tip mass, to study voltage, current and 

power frequency response function (FRF) 

and describe its dynamic behavior .The 

MatLab program is validated with the 

previous work on orthonormalisation 

electromechanical finite element of 

unimorph beam and good agreement is 

obtained. 

 

2. Methodology 

The Finite element method plays the major 

role in the complex problem analysis .In 

vibration based energy harvesting, 

piezoelectric unimorph beam forms the 

basic structure. The formulation of beam 

with piezoelectric (PZT) layer is considered 

as shown in Fig.1 

 

Figure 1 .Element with base beam 

bounded with PZT 

The beam with piezoelectric has two 

degree of freedom at each node, transverse 

(𝑤) and rotational (𝜃) 

The displacement function of the beam 

element is given as 𝑤(𝑥) = 𝑐0 + 𝑐1𝑥 + 𝑐2𝑥2 + 𝑐3𝑥3       (1) 

Eqn. 1 is the displacement equation with 

four unknown coefficients. Applying 

boundary conditions at node 1 and 2 of 

element, the four coefficients in polynomial 

equation are solved. 

The shape functions are given in equation (2-5) 
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[𝑁] = [𝑁1 𝑁2 𝑁3 𝑁4] 𝑤ℎ𝑒𝑟𝑒 [𝑁1] = (1 − 3 ( 𝑥𝐿𝑒)2 + 2 ( 𝑥𝐿𝑒)3  )                                                                                                    (2) 

[𝑁2] = (𝐿𝑒 (𝑥 − 2 ( 𝑥𝐿𝑒)2 + ( 𝑥𝐿𝑒)3))                                                                                              (3) 

[𝑁3] = (3 ( 𝑥𝐿𝑒)2 − 2 ( 𝑥𝐿𝑒)3  )                                                                                                           (4) 

[𝑁4] = (𝐿𝑒 (− ( 𝑥𝐿𝑒)2 + ( 𝑥𝐿𝑒)3))                                                                                                      (5) 

Strain S(x) is represented by  𝑆(𝑥) = −𝑧 𝑑2w(x)𝑑𝑥2 = −𝑧𝐵                                                                                                                  (6) 𝑊ℎ𝑒𝑟𝑒 𝐵 = [𝐵1 , 𝐵2 , 𝐵3, 𝐵4] 
Differentiating Eq. (2-5) 𝑑2𝑁1𝑑𝑥2 = −6𝐿𝑒2 + 12𝑥𝐿𝑒3 = 𝐵1                                                                                                                      (7) 𝑑2𝑁2𝑑𝑥2 = −4𝐿𝑒 + 6𝑥𝐿𝑒2 = 𝐵2                                                                                                                       (8) 𝑑2𝑁3𝑑𝑥2 = 6𝐿𝑒2 − 12𝑥𝐿𝑒3 = 𝐵3                                                                                                                     (9) 𝑑24𝑑𝑥2 = −2𝐿𝑒 + 6𝑥𝐿𝑒2 = 𝐵4                                                                                                                       (10) 

The electromechanical coupling of a piezoelectric can be demonstrated in two ways. In direct 

piezoelectric effect, an applied mechanical pressure produces a proportional voltage response 

and in converse effect, an applied voltage produces a deformation of the material. 

The direct effect Eq.11 and the converse effect Eq.12 may be modelled as {𝐷} = [𝑒]𝑇{𝑆} + [𝜀𝑆]{𝐸}                                                                                                                   (11) {𝑇} = [𝑐𝐸]{𝑆} − [𝑒]{𝐸}                                                                                                                      (12) 

The constitutive equation for 1-dimensional form with constant electric field and strain {𝑇1𝐷3} = [𝑐11𝐸 −𝑒31𝑒31 𝜀33𝑠 ] {𝑆1𝐸3}                                                                                                                 (13) 

The base beam and piezoelectric plane stress field equation is given by Eq.14 and 15 𝑇1(1) = 𝑐11(1)𝑆1(1)                                                                                                                                   (14) 𝑇1(2) = 𝑐11(2)𝑆1(2) − 𝑒31𝐸3                                                                                                                  (15) 𝜗(𝑧) = 𝑧−𝑧𝑛+ℎ𝑝ℎ𝑝   is the shape function over the interval  𝑧𝑛 − ℎ𝑝 ≤ 𝑧 ≤ 𝑧𝑛 
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𝑧𝑛 = 𝑐11(1)ℎ𝑠2+𝑐11(2)ℎ𝑝2+2𝑐11(1)ℎ𝑠ℎ𝑝2(𝑐11(1)ℎ𝑠+𝑐11(2)ℎ𝑝   = distance from the neutral axis to the top layer of the beam with 

piezoelectric 𝜑(𝑧) = 𝜗(𝑧)𝑣𝑝  is electrical potential Ω(𝑧) = first derivative of shape function = 𝑑𝜗(𝑧)𝑑𝑧 = 1/ℎ𝑝 , 

The electric field equation  𝐸3 = − Ω(𝑧)𝑣𝑝                                                                                                                                    (16) 𝑤ℎ𝑒𝑟𝑒 𝑣𝑝 = 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 

Substituting Equation (6) into Equation (14) 𝑇1(1) = −𝑧𝑐11(1)B                                                                                                                                  (17) 

Substituting Equation (6) and (16) into Equation (15) 𝑇1(2) = −𝑧𝑐11(2)B + 𝑒31Ω(z)𝑣𝑝(𝑡)                                                                                                    (18) 𝐷3 = −𝑧𝑒31B − 𝜀𝑆33 Ω(𝑧)𝑣𝑝                                                                                                           (19) 

The electromechanical piezoelectric cantilever energy harvesting is formulated by the 

Hamiltonian principle, ∫ [δ(ƙ − ƥ + ɷ) + δϖ]t2t1 dt = 0                                                                                                     (20)  
Representation of equations in matrix form utilizing extended Hamilton’s principle    [3] [𝑀 00 0] {�̈�𝑣�̈�} + [ 𝐶 0𝑃𝑠𝑟 𝑃𝐷] { �̇�𝑣�̇�} + [𝐾 𝑃𝑟𝑠0 0 ] {𝑤𝑣𝑝} = {𝐹𝑖𝑝}                                                           (21) 

Element Stiffness Eq.22, mass matrix Eq.23 is given by [𝐾] = ∫ 𝑧2𝑐11(1)[𝐵𝑇] [𝐵]𝑑𝑣 (1) +  ∫ 𝑧2𝑐11(2)[𝐵𝑇] [𝐵]𝑑𝑣 (2)                                                        (22) [𝑀] = ∫ 𝜌(1)[𝑁𝑇] [𝑁]𝑑𝑣(1) +  ∫ 𝜌(2)[𝑁𝑇] [𝑁]𝑑𝑣(2)                                                                (23) 

Adding tip mass terms to Eq. (23) 2𝐼0𝑡𝑖𝑝𝑥𝑐[𝑁𝑇] 𝑑[𝑁]𝑑𝑥 + 𝐼0𝑡𝑖𝑝[𝑁𝑇][𝑁] + 𝐼2𝑡𝑖𝑝 𝑑[𝑁𝑇]𝑑𝑥 𝑑[𝑁]𝑑𝑥                                                                  (24) 

Offset distance from proof mass centroid [5] is 

 xc = ρtipbltip2htip+ρ(1)bltip2hs2(ρtipbltiphtip+ρ(1)bltiphs)                                                                                                           (25) 

Zeroth and second mass moment of inertia [5] is given by  I0tip = ρtipbltiphtip + ρ(1)bltiphs                                                                                                    (26) 
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I2tip = (ρtipbltiphtip (ltip2 + htip212 ) + ρtipbltiphtip ( zn − hp + htip2 )2 + (ltip2 )2)
+ (ρ(1)bltiphs (ltip2 + hs212 )
+ ρ(1)bltiphs (−zn − hp + hs2 )2 (ltip2 )2)                                                         (27) 

 

Damping matrix C is given as 𝐶 = 𝛼𝑀 + 𝛽𝐾                                                                                                                                    (28) 

Mechanical Force F is given by 𝐹 = −𝑄�̈�𝑏𝑎𝑠𝑒                                                                                                                                       (29) 

Where 𝑄 = ∫ 𝜌(1)𝑁𝑇𝑑𝑉(1) + ∫ 𝜌(2)𝑁𝑇𝑑𝑉(2)                                                                                         (30) 

Adding tip mass terms to Eq. (29) −𝐼0𝑡𝑖𝑝 𝑥𝑐 𝑑[𝑁𝑇]𝑑𝑥 − 𝐼0𝑡𝑖𝑝[𝑁𝑇]                                                                                                                (31) 

Electromechanical coupling is given by 𝑃𝑠𝑟 = − ∫ 𝑧Ω (𝑧)𝑇𝑒31B𝑑𝑉(2)                                                                                                           (32) 

Capacitance matrix is given by 𝑃𝐷 = − ∫ Ω (𝑧)𝑇𝜀33Ω(z)𝑑𝑉(2)                                                                                                        (33) 

Transformation matrix is given by 

T= [cos (θ) 0 0 0; 0 1 0 0; 0 0 cos (θ) 0; 0 0 0 1]  

Formulating the Eq. (21).into global matrix based on electromechanical vector transformation. 

Voltage, current and power frequency response function obtained by direct non-

orthonormalised electromechanical dynamic equation is given by [5]  vp−⍵wbejwt = [j⍵Cp − 1Rload j⍵ΘT ∗ [Ḵ − ⍵2Ṃ + j⍵Ḉ]−1Θ]−1
∗ j⍵ΘT[Ḵ − ⍵2Ṃ + j⍵Ḉ]−1Q                                                                               (34) 

 i−ω2wbaseeiωt = 1Rload {[Cpiω + Rl − ӨTiω[−Ṃω2 + Ḉiω + Ḵ]−1Θ]−1
∗ ΘTiω[−Ṃω2 + Ḉiω + Ḵ]−1Q}                                                                        (35) 
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P(−ω2wbaseeiωt)2= 1Rload {[Cpiω + Rl − ΘTiω[−Ṃω2 + Ḉiω + Ḵ]−1Θ]−1
∗ ΘTiω[−Ṃω2 + Ḉiω + Ḵ]−1Q}2                                                                        (36)   

 

The dynamic equations are solved 

assuming system response is linear under 

harmonic base excitation and beam is 

excited in transverse direction. The 

electromechanical piezoelectric cantilever 

energy harvesting beam equations are 

formulated by the Hamiltonian principle. 

The numerical work of the author [5] is 

extended to outline the key equations and 

include orientation for the 

electromechanical dynamic equation. 

 

2.1 Model of orientated beam bounded 

with piezoelectric patches and tip mass 

The study on energy harvesting is carried 

on cantilever beam of length ‘L’. The beam 

is divided into two parts L/2 each,Lp
1 and   

Lp
2 is the length of PZT patches, hb and hp 

is the thickness of base beam and PZT 

patch, θ is the orientation of second half 
part of beam bounded with PZT patch and 

mounted with tip mass.  

 

Figure 2 Orientation of Cantilever beam 

bounded with piezoelectric patches and tip 

mass at free end. 

 

The geometrical and material property of 

the beam are presented in table 1.Tip mass 

is mounted on extended length of base 

beam. The length of the piezoelectric 

patches Lp1 and Lp2 is 20 mm each. The 

angle of orientations of the beam is 100. The 

analysis of the beam is carried out using 

MATLAB program in the frequency range 

of 0 to 1000 Hz. The Cantilever beam is 

divided into 50 elements. 

 

 

Table 1 Geometry and material properties[5,13,14] 

Length, l 
50e-3 (m) 

Modulus of Elasticity of the  

PZT -5A and  PZT -5H , Ep 

66 (Gpa) 

62 (Gpa) 

Width , b 6e-3 (m) Density, 𝜌(1) 9000 (kg/m3) 

Thickness, hb 
0.5e-3( m) Density of the PZT -5A and  

PZT -5H layer, 𝜌(2) 7800 (kg/m3) 

Thickness of  PZT, hp 
0.127e-3 

(m) 

Piezoelectric constant of PZT 

-5A and  PZT -5H ,e31 

-12.54 (C/m^2) 

-19.84 (C/m^2) 

Modulus of Elasticity 

of the base beam, Eb 

105 (Gpa) 

 
Permittivity of constant strain 

of PZT -5A and  PZT -5H 

eps33 

1.593*10-8 

3.363*10-8 

Length of tip mass 15 (mm) height of tip mass 10(mm) 

Density of tip mass 
9000 

(kg/m3) 
Damping constant 

α=4.886; 
β=1.2433e-05 
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3. RESULTS  

The vibration energy in the environment 

occur with various frequencies. To exploit 

the vibration energy, the frequency of the 

model considered have to operate close to 

the vibration source. The importance to find 

the natural frequency is to obtain maximum 

output. The validation of the model is given 

in Table 2 and 3 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.Plot of Voltage FRF 

 

The MatLab program is validated with 

material and geometrical properties of 

literature paper [3] and [5] and comparison 

of natural frequencies of unimorph 

piezoelectric energy harvester beam 

without tip mass and with tip mass at 00 

orientation of beam is carried. The 

comparison of MatLab Voltage FRF with 

the literature paper [4] is shown in Fig. 3 

Table 2 Comparison of  Natural frequencies 

for unimorph beam without tip mass 

Natural 

frequency 

Literature paper [3] MatLab 

results 

1st 47.8 47.81 

2nd 299.6 299.62 

3rd 838.2 838.93 

Table 3  Comparison of  First natural  

frequency with tip mass 

Literature paper [5] MatLab results 

18.5 18.48 
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Figure 4. Voltage FRF of   PZT-5A 

 

Figure 4.Shows the voltage FRF of cantilever beam oriented at 100 mounted with tip mass 

and bounded with PZT -5A. 

 

 

 

Figure 5. Voltage FRFof PZT-5H 

 

Figure 5.Shows the voltage FRF of cantilever beam oriented at 100 mounted with tip mass 

and bounded with PZT -5H. 
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Figure 6.Current FRF of PZT-5A 

 

Figure 6.Shows the current FRF of cantilever beam oriented at 100 mounted with tip mass 

and bounded with PZT -5A. 

 

 

 

 

Figure 7.Current FRF of PZT-5H 

 

Figure 7.Shows the current FRF of cantilever beam oriented at 100 mounted with tip mass 

and bounded with PZT -5H. 
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Figure 8.Power FRF of PZT-5A 

 

Figure 8.Shows the power FRF of cantilever beam oriented at 100 mounted with tip mass and 

bounded with PZT -5A. 

 

 

 

 

Figure 9.Power FRF of PZT-5H 

 

Figure 9.Shows the power FRF of cantilever beam oriented at 100 mounted with tip mass and 

bounded with PZT -5H. 
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Figure 4-9 shows the voltage, current and 

power FRF of cantilever beam orientated at 

100, bounded with PZT -5A and PZT -5H 

piezoelectric patches and beam mounted 

with tip mass at the free end. At resistance 

of 1500 ohms and frequency range of 0 to 

1000Hz.The following observations are 

made. 

The voltage, current is higher for PZT-5A 

in first and second peak and lower for third 

peak compared to PZT-5H.  

The higher power is achieved for PZT-5H 

in first and third peak and lower for second 

peak compared to PZT-5A. 

 

5. CONCLUSIONS 

 

MatLab program is developed using finite 

element method considering the Euler 

Bernoulli beam assumptions, constitutive 

equations of piezoelectric material and 

Hamilton’s principle. The paper focuses on 
the study of effect of PZT-5A and PZT-5H 

piezoelectric patches on orientated 

cantilever beam mounted with tip mass 

using the direct method with non-

orthonormalisation to derive the voltage, 

current and power frequency response 

function (FRF).It is observed that for the 

100 orientation, 0.127mm thickness of 

piezoelectric material and 1500 ohms 

resistance. The higher voltage and current 

is achieved for PZT-5A in first and second 

peak and lower for third peak compared to 

PZT-5H. The higher power is achieved for 

PZT-5H in first and third peak and lower for 

second peak compared to PZT-5A. 
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Nomenclature 

 

 

 

{D} electric displacement vector 

{T}  stress vector 

[e] dielectric permittivity matrix 

[ cE] matrix of elastic coefficients at constant electric field strength 

{S} strain vector 

[𝜀𝑆] dielectric matrix at constant mechanical strain 

{E} electric field vector 

I Moment of inertia 

Q charge �̈�𝑏𝑎𝑠𝑒 Base excitation acceleration 

Y Young’s Modulus ƙ Kinetic energy  ƥ Potential energy ɷ Electrical energy ϖ External work  𝐶𝑝 trace of the global capacitance matrix 𝛩𝑇 transformed electromechanical coupling  𝑅𝑙𝑜𝑎𝑑 Resistance  Ḵ, Ṃ, Ḉ Global stiffness, mass and damping matrix ⍵ frequency 
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Abstract 

Waste disposal is a major problem everywhere in the world. The government believes that it is 
challenging to properly arrange wastes, both industrial and residential, as cities become more 
and more urbanised. While it is possible to dispose of domestic garbage at landfills in rural 
areas, this is not an option for the urban network. In developing countries like India, where the 
majority of households rely on urban/metropolitan labour, every one of these wastes is placed 
in landfills, which is the most common method of rubbish collection. However, these dumps 
pollute the air and water. Incineration and combustion are other methods for getting rid of trash. 
Here, wastes are burned under regulated circumstances. This method has its drawbacks, but it 
is still a better option than the long-term problems associated with landfills. However, 
incinerators are expensive, and the great majority of people are not informed of the benefits of 
using domestic incinerators. This goal of current work is to create a family-sized incinerator 
that can be transported about easily. Additionally, the garbage that is burned will be converted 
into thermal and electrical energy. It must also be mild. 
Selection 

Keywords: Incinerator, Electricity, Thermo Electric Generator (TEG), Population, Solid 
Waste, Heat 

1. Introduction 

Solid waste is undesirable or pointless stuff that is produced by human activity in residential, 
commercial, or industrial sectors. Metropolitan India, home to roughly 377 million people, 
generates 63 million tonnes of municipal stable waste (MSW) annually, of which about 31 
million tonnes (or 50%) are disposed of in landfills, 11.9 million tonnes (or 20%) are processed, 
and 43 million tonnes (or 70%) are collected. The estimation of urban municipal stable waste 
(MSW) generation may rise to 165 million tonnes in 2030 and 430 million tonnes by 2050 due 
to changes in economic growth and consumption habits [4-6]. The frequent mention of solid 
waste as a major factor contributing to environmental degradation. 20 to 30 percent of the waste 
produced overall does not get collected on average, posing environmental problems in urban 
areas. Asian nations were the principal recipients of unmanageable solid waste as a result of 
unplanned development and rapid industrial expansion. In addition to helping with energy 
recovery, the waste incineration process transforms combustible and natural garbage to non-
combustible materials like ash and causes weight loss that may be properly disposed of on land 
or in underground pits [1-4]In India, Municipal Solid Waste (MSW) is becoming a significant 
problem. The primary goal of this study was to reduce solid waste production through the 
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introduction of incineration, and the secondary goal was to recover and transmit the waste 
energy produced during combustion. The outputs are clean surroundings, power from a 
thermoelectric generator, and waste thermal energy. The inputs are fuel and readily available 
MSW. The project's ultimate goal is to recover the most energy possible from burning waste, 
produce thermal and electrical energy, minimise the volume of waste collected, and make use 
of waste leftovers. For the purpose of reducing environmental contamination, waste treatment 
is essential. All nations have strict regulations and laws in place to handle this garbage. Waste 
remediation systems must be rigorously evaluated with continuous in-cycle management to 
guarantee that minimal performance criteria are reproducibly satisfied. The production of waste 
is a never-ending process that is accelerating with urbanisation. For the garbage created to be 
handled effectively, waste management is absolutely necessary. The old-fashioned method of 
gathering waste and discarding it in an open area gradually contaminates the soil, water, and 
air around us [4-6]. 

2. Experimental and Methods 

There are several factors influencing the input and output of the worth and capacity of the 
municipal solid waste incineration. Some of them are [7-8]: 

 Production of waste from industrial, households and commercial sites. 

 By preventing the production of waste both in industry and households, we will able to 
lower our waste generation. 

 In addition to the waste collected by the municipal solid waste incineration process, it 
also incorporates residue from the waste treatment technologies. 

 Separate collection of waste influences the quantities of the municipal solid waste 
incineration can be reduced by separate collection of small electrical appliances. 
Significant reduction in quantity of waste for treatment is observed through source 
separation of biogenic waste and recyclables and qualities of waste for incineration. For 
example, up to 80% of Cu content in the bottom ash 

2.1.  Municipal Solid Waste Incineration. 

During the incineration process, a variety of solid and liquid residual materials, as well as 
gaseous effluents are produced. As a general rule, approximately one-fourth of the waste mass 
remains as solids in a wet state. It sestimatedhat the residue volume corresponds to one tenth 
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of the volume of the original waste. Typical MSWI by-products from grate combustion include 
[9-10]:  

 Bottom ash is gathered in a quenching/cooling tank near the combustion chamber's exit 
and is mostly composed of coarse non-combustible materials and unburned organic 
waste. 

 The process of "grate sifting entails gathering the comparatively fine particulates that 
flow through the grate at the combustion chamber's base. Because it is typically not 
practicable to separate these two waste streams, bottom ash and grate sifting together 
make about 20-30% by mass of the original waste on a wet basis. 

 Boiler and economizer ash, which will be representing the coarse fraction of the 
particles carried over by the flue gases from the combustion chamber, makeup 10% of 
the initial waste by mass on a wet basis. At the heat recovery stage, it will be 
collected.Before the gaseous effluents are subjected to any additional treatment, the fine 
particulate matter or fly ash is removed. An MSW incinerator produces the 1-3% of 
waste input mass on a wet basis amount of fly ash. 

3. Design Methodology 

Design becomes a crucial component in the building of the incinerator to reduce the 
effectiveness of the burning process. This will aid in the reduction of emissions, the avoidance 
of clinker formation and ash slagging (inside the main chamber), and the preservation of 
refractory materials. Small-scale incinerators are seldom used to achieve the desired 
temperature, residence duration, and other parameters. To effectively burn trash and properly 
handle the waste, however, small incinerators must be built. Also, they will handle garbage 
appropriately. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig 1: 3D CAD Design of Model 
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3. 1 Fabrication of Incinerator 

 

4. Incinerator Components And Materials 

The main components of small-scale incinerator consists of [1-4]: 
a) Barrel Drum  

b) Chimney  

c) Thermo Electric Generators(TEG) 

d) Ash and Residue collector 

Barrel drum: One of the key parts that serves as an easily constructed and accessible 
incinerator for burning the waste is a barrel drum. Steel, laminated paper board, and plastic are 
used to make these drums. The steel drum can be used for incineration since it is simply 
adaptable to the needs. The 55 gallon steel barrel is chosen because it is ideal for the miniature 
incinerator.  
Chimney: The chimney's primary function is to release the burned gases into the atmosphere. 
The small-scale incinerator's chimney is made of a hollow iron pipe.  
Thermo Electric Generator: The heat energy must be transformed into electrical energy via 
TEGs. They can be utilised in large quantities in small incinerators. Power can be produced by 
connecting devices in series.  
Residue and Ash collector: The Ash/Residue collector is located at the bottom of the 
incinerator. It is divided into two parts by mesh-style iron rods that were welded in place. The 
space will be kept open for debris. 

5. Fabrication Process  
Going through many past journals and theories, it is observed that fabrication method of this 
small-scale incinerator inflicts collective efforts. To come up with a satisfactory viable 
outcome, various available papers had been taken as reference and going through at of each 
theoretical and sensible design is executed. The selection of materials is the first step in the 
fabrication process. The choice of a barrel drum as an incinerator nearly completes the 
fabrication process of the incinerator. The chosen drum is a steel 55-gallon open head (open on 
one end) drum with a 220-liter oil capacity. Square bars that have undergone thermo 
mechanical treatment (TMT) are taken into consideration when creating the mesh that will 
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support the weight of the garbage inside the drum and serve as a layer between wastes that has 
already been burned and waste that is still to be burned. As a chimney, a hollow iron pipe of 
the requisite height is chosen. To increase the flow of oxygen naturally for burning and to drain 
the water during times of rain, the air holes for the oxygen supply have been closed. The gate 
for the incinerator is secured with hinges to allow for free operation and rubbish disposal. The 
connections for the modules of the thermoelectric generator are provided as needed. The 
incinerator has finished being constructed and is now ready for testing as shown in fig. 
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Table 1: Incinerator specifications 
Item Dimensions symbol 

Outer diameter 580 mm D1 
Inner diameter 572 mm D2 
Inner diameter of  Chimney 70 mm D3 
Outer diameter of  Chimney 75 mm D4 
Height of Drum 851 mm H1 
Height of Gate 485 mm H2 
Total capacity 220 lit V1 
Chimney height 630 mm H3 
1st Grate height (from base) 185 mm L1 
2nd Grate height (from base) 210 mm L2 
Gate from base 100 mm L3 
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6. Experimental Setup  
The constructed small-scale incinerator, the garbage placed inside of it, and the connections of 
the thermoelectric generator (TEG) modules are assembled to form the test setup. The waste is 
first burned by utilising some fuel for initial burning, and that burned waste creates thermal 
energy, which is computed in accordance with the temperature variations that occur as a 
function of time. At various locations throughout the incinerator, Thermo electric generator 
(TEG) modules are connected in parallel and series. The thermal energy (from heat from 
burning waste) of the garbage is converted into electricity by the TEG modules, who then 
produce voltage. With a multimeter, the electrical energy produced may be estimated. 
 

 
Fig 2 . Experimental Setup 

7. Results and Discussions 
WASTE VOLUME REDUCTION: The waste products burned in the small-scale incinerator 
include dried twigs wood, paper, cardboards, and leaves, among other things. The amount of 
rubbish that was gathered and burned during the specified period is shown in the table below. 
To minimise the volume and weight of the garbage, it is burned in the incinerator's burning 
chamber. 

Table 2: Voltage produced for 1 kg of MSW incinerated. 
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Table 3: Current produced for 1 kg of MSW incinerated. 

 
 
Generation Of Thermal/Heat Energy 
In the small-scale incinerator, the generation of heat energy depends upon various factors like 
waste burnt, the calorific value, the moisture content present in waste and type of the waste 
burnt. The overall capacity of the small-scale incinerator can be of 200 kg but the construction 
made that it can burn only up to 80 kg, of which varying in between 40 to 70 kg of waste is 
burnt for effective burning. By burning each kg of waste, the temperature achieved is about 
80 to 160 o C. The supply of waste will be through the gate of the incinerator and is placed 
over the mesh and is burnt. The heat energy i.e. temperature can be calculated by measuring 
instruments of heat.The heat energy produced by burning waste can be used for cooking, 
heating water, drying, etc. as shown in the figure. 
Generation Of Electrical Energy 
The amount of TEGs used and the temperature difference between the hot and cold sides of the 
TEG modules determine how much electricity is produced by this incinerator. The TEG 
Module, which can produce up to 4 volts, generates electricity based on the temperature 
difference and the maximum voltage. Different voltages can be generated by different 
temperature variations. 
The parallel current (in Amps) generated by thermoelectric generator modules. 
CONCLUSION 
Like we observe in other nations, waste of every kind is produced in Indian cities as well. Yet, 
there is a lack of waste management due to improperly planned and scientific techniques of 
waste control. The leftover waste at the dump yards is typically made up of a greater number 
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of inert and putrescible natural resources thanks to any of the strong regulations on waste 
burning and recycling. A straightforward solid waste incinerator was created, constructed, and 
successfully tested in order to generate thermal and electrical energy through the burning 
process. 
In addition to the releases of flue gases and other byproducts like fly ash and bottom ash, the 
solid waste incineration process takes into account the reduction in weight, size, and smell of 
garbage. The public's health is being negatively impacted by the prevalent waste management 
procedures due to the developing problems with waste control in urban areas. Incineration is a 
noteworthy option because there is a constant need to enhance the waste management system 
and apply modern, scientific waste disposal techniques. 
 
According to test results, the system can be used for energy recovery and garbage disposal. 
Despite the fact that the concentrations of several dangerous gases in the flue gases were over 
the required criteria, it is necessary to show that the device and combustion chamber require 
similar work before it can be certified for use in large-scale applications. 
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Abstract   

The primary concern of the Nations worldwide has been the growing energy demand. In view 
of changing energy scenario, renewable energy emerges as a feasible solution to address 
circumstances that do not permit centralized energy grid extensions owing to socio–economic 
problems. The present study has identified a remote cluster of villages located in Sringeri 
Taluk, Chikkamagalur district of Karnataka state in India. HOMER based Simulation approach 
was adopted to choose different combinations of PV-WIND-MH-HK systems based on 
strategies as Development side and Demand Side. The various resource combinations were 
investigated on the grounds of Net Present Cost (NPC) and Cost of Energy(COE). The results 
showed that Development side load strategy was optimal for PV-MH-HK combination with 
$217,191.5 and $0.166/kWh for NPC and COE values. On the contrary, Demand-side Load 
strategy yielded values of NPC and COE as $120,825 and $ 0.158/KWh respectively. The data 
indicated a poor wind potential at the area investigated, evident through omission of WIND 
system in optimal combination. The long term or multiyear simulations carried out for the 
optimal solution indicated 4.45% rise in COE owing to 4.54% drop in energy production 
through PV.       

Key words- simulation, Load strategies, Optimization studies, cost of Energy, Net  present 
cost,    Multiyear simulation 
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Abbreviations-MNRE: Ministry of 
Renewable Energy sources,MH:Micro-
Hydro Generator,BGG:BioGas 
Generator,BMG:Biomass Generator,PV-
Photovoltaic,DG-Diesel 
Generator,HOMER-Hybrid optimization of 
Multiple Electrical Renewables,COE:Cost 

of Energy,NPC:Net Present  
cost,IRES:Integrated Renewable Energy 
Systems,HK:Hydro Kinetic 
Generator,HH:House Hold,IMD:Indian 
Meteorological Department.CRF:Capital 
Recovery Factor:LRHP-Low rate watt 
High Performance. 

 

1.Introduction 

 Availability of Energy is the primary 
criteria for the development of any 
site/location/area/city, utilizing its primary 
and secondary resources, commercial and 
Non-commercial energy resources, and 
Renewable and Non-renewable energy 
sources[1].The Government of India has 
established MNRE(Ministry of Renewable 
energy Sources) to utilize the full potential 
alternative energy resources. India’s 
renewable energy potential is about 
900GW, from the contribution of Wind-
12%,solar-83%,Bioenergy-3% and Small 
Hydro-2.2%[2]. The energy demand will 
always show an increasing trend for all the 
developing and developed countries. In 
India, rural electrification progress has 
made a revolutionary development, but 

some of the electricity access to villages has 
remained as a barrier. There are a large 
number of socio-economic challenges that 
have to be overcome in providing the grid 
extension[3]. When rural electrification is 
concerned, the major challenge is to 
provide the grid to the rural and remote 
areas[4].It is found to be uneconomical to 
pass the grid extension to the remote hilly 
areas and another reason is that flora and 
fauna at the place for grid extension are 
mostly get affected[5]. The remote areas 
are usually found with two or more 
potential resources, utilizing these 
resources is far better than passing the 
extension. The alternative solution is to 
integrate the potential renewable energy 
systems to meet the demands of the rural 
people, especially remote area living 
people. The optimization process for better 

Nomenclature 

QD: Direct surface run off depth(mm),   ηHydro :efficiency of the Micro Hydro turbine,  

I :monthly rainfall(mm)  ρwater:  density of water 1000Kg/m3 

S Maximum potential retention in a watershed(mm)  Qtur:  discharge from the turbine. 

CN : curve number Atur is the surface area of the turbine from the 
manufacturer is the Average velocity of the stream 
flow  

Q :the rate of run off or discharge in m3/s Cp is the coefficient of performance  

TP: is the  time to peak run off(hour)  V: Velocity of the water stream flow 

TC: is the time of concentration(hour),  ηr:,rotor efficiency  

Lw: is the length  of the water shed  ηb: Blade efficiency of Hydrokinetic 

A: is the area of the Water shed ηg:Generator efficiency 

Hnet:Net  Head available D:Diameter of the turbine 

vCI: is the cut in speed i:Interest factor% 

 vR :is the rated speed of the turbine  N: Number of years 

 vCO: is the cut out speed   

PR: is  maximum rating of power from the turbine  

Vhub: Velocity at the hub height  

α=0.43(coefficient value for mountain, terrain)  

Z1,Z2=Reference heights wind turbine  

RPV: rated power output from the turbine,   

DF: Derating factor in %,  

IT: instantaneous solar radiation  
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integration selection of the systems is to be 
carried out to assess the feasibility and 
suitability of the system[6]. An Economic 
and Environmental pollution study[7] is 
carried out for the cluster of 9 villages using 
HOMER tool taking the components 
MHG/BGG/PV/DG with Battery and 
obtaining the optimal COE and NPC values 
for all the configurations. Suitable strategy 
adopting DSM for standalone IRES[8] in 
the remote area is made taking 
PV/WIND/MHG/BGG/BMG 
configuration to assess the cost of COE  and 
NPC using the Genetic algorithm approach. 
Optimal modeling of IRES for the remote 
area electrification[9][10] in Chamaraja 
Nagar District ,Karnataka is studied for 
obtaining the optimal sizes of components 
of the system. The research on simulation 
and optimization studies[11] of Hybrid 
energy systems using software tools on 
various platform are suggested. Different 
optimal sizing methodologies[12] are 
referred and suggested which include 
probabilistic methods, analytical methods, 
Iterative methods, and Hybrid Methods. 
WIND-PV-DG[13] system integration is 
carried out for sizing the systems to provide 
electrification in rural Algeria using the 
MATLAB/Simulink environment. A 
feasibility study of a standalone PV-WIND 
with Battery[14] is made to assess the NPC 
and COE  with different possible system 
types in remote island using HOMER tool. 
A combination of PV/BMG with battery 
bank[15] for the non-connected zones are 
studied using the HOMER software and 
systems are designed and installed at 
Distributed energy resources Laboratory.A 
new approach[16] is studied for PV-WIND 
and energy storage systems in diesel-free 
isolated communities which proposes the 
various models handled for optimizing the 
cost functions. Off-grid generation options 
are studied[17] to deliver a load of 
110KWh/day in rural villages of cameroon 
using the  PV(18kW)-MH(14kW) and LPG 
generator(15KW) using HOMER. The 
remote area study[18–20] for the 
Uttarkhand District villages is performed 

using the PV/WIND/BMG/BGG/MH. This 
study gives the feasibility of integrating all 
the systems in remote areas by conducting 
the load survey in the villages. The 
integration of the systems require proper 
assessment of the resource load and 
demand load.The demand load is carried 
out by enquiring with the local people and 
Grama panchayat available at the location.  
The study on the Operation of optimal 
energy systems[21] by considering the 
Demand-side strategies are simulated as 
load response from the renewable systems. 
In this study, optimization strategy is 
proposed and demonstrated for the single-
family residential home. Optimization of 
PV-WIND -DG[22] is studied for their 
integration in isolated communities in 
Brazil for results of NPC and COE.The 
optimal studies on remote isolated island-
sandwip,Bangaldesh [23] is studied for the 
combination OF PV- Diesel taking the 
various loading parameters and adopted the 
Genetic Algorithm(GA) approach for the 
simulation of NPC and COE.The 
experimental studies related to off-grid 
areas[24] are conducted using the PV-
Diesel Generator without the battery 
storage and found that the operation of 
diesel generator is to be designed for the 
Peak load demand of the area. The 
operation of the diesel contributing 60%-
80% is observed from the nominal power 
demand. A review study on IRES[25] are 
the integration of renewable systems, sizing 
methodologies, storage technology options 
for storage durations, and the uncertainties 
of integration are mentioned by referring 
the various works of literature. Techno-
economic study for MH-PV-WIND-BG-
BM-DG is conducted[26] for five un-
electrified villages using HOMER software 
and found best optimal configuration with 
the least cost of COE as $0.197/kWh.The 
study[27] was made on using HOMER 
software for seven un-electrified clusters of 
villages in Limkheda taluk and Dahood 
District in Gujarat State using HOMER tool 
for obtaining the value of NPC and 
COE.The study[28] is made on a cluster of 
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un-electrified villages in Odisha state , 
obtained the results for NPC and COE 
using the salp swarm algorithm utilizing the 
MATLAB environment for its robustness 
and convergence efficiency for optimal 
solutions.The research study,[29] and 
[30]suggested a Demand response 
program(DRP) for the performance of 
PV/FC/Battery –WT/Battery to reduce cost 
and emissions and latter suggested for 
smart distribution system(SDS).Studies on 
Demand side management[31] also gives 
information for distributed network supply 
for electric vehicle operations. 

From all the above literature studies, it is 
inferred that the integration of Renewable 
energy systems is feasible and sustainable 
for remote areas. The studies are made 
taking the potential resources available at 
the locations. The studies related to the 
configuration of PV-WIND-BM-BG with 
Diesel generator is more of concern and 
found less literature on the part of 
Integrating the Micro-Hydro and Hydro 
Kinetic turbine. These two renewables 
sources are site-sensitive and largely 
depend on the rainfall at the selected areas. 
Few literature are found integrating the 
Hydro Kinetic turbine as a resource. The 
Multi-year simulation results using 
HOMER are not carried out in various 
literature. A simulation for Development 
side strategy is not made in the literature. 
Here, an integration of MH-HK with the 
PV- WIND is made for optimal simulation 
on the un-electrified remote cluster of 
villages near sringeri Taluk,Karnataka state 
which is found to be experience with high 
rainfall status in the Karnataka state region. 
A different combination for simulation to 
integration of renewable energy system is 
carried out to obtain the best optimal 
solution taking two strategies.  The reported 

research gives an insight into the study in 
the sections of Load demand and Resource 
demand assessment, Modeling of 
Renewable energy systems, optimization 
studies , Results and discussions and Multi-
year simulation results. 

2.Motivation for present study and 

Methodology 

This study is carried out to obtain the best 
optimal integrated combination and 
solution for NPC and COE simulation using 
HOMER pro soft for a different 
combination of potential resources at the 
site. To size different renewable energy 
systems to accommodate the load demand 
by considering the two strategies, 1. 
Development side Load strategy and 
2.Demand side Load strategy. This research 
also assess the NPC and COE using the 
Multiyear simulation module in HOMER 
Pro soft. This study involves getting the 
local coordinates for the site under study for 
watershed area assessment using the 
Google save location Mobile app and then 
elevation contours are developed using the  
Google earth and ArcGis software. The 
meteorological data are obtained from 
using the Meteonorm 7.3 software for solar 
data and wind data is recorded using the 
Typical Meteorological year data. The 
simulations are carried in the recent version 
of the HOMER Pro soft. Figure 1 shows the 
Main tool menu in HOMER Pro available 
for simulation. 
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Figure 1.HOMER Pro software main menu tools for simulation. 

3. Load Assessment of Study Area 

The study area is selected from the cluster 
of Remote villages nearby Sringeri 
Taluk(Latitude 13.417 N Longitude 75.252 
E),chikkamagulur District,Karnataka.The 
villages were first identified by grouping 
the villages into urban villages(which are 
near urban area/city),Rural villages(which 
are near to Rural taluks) and Remote rural 
villages(which are remotely residing near 
to Rural taluks).The electrification to urban 
and rural villages are already benefitted by 
the NJY(Nirantara Jyoti scheme) 
implemented by the Government of 
Karnataka, for the rural village 
Electrification. The electrification to 
remote villages is difficult for the 
Government to pass the grid lines and these 
grid lines are posing endanger to the flora 
and fauna at the remote sites. The cluster of 
villages are identified at the radial distance 
of 1-2km, having the study location at 
Longitude 75.152837 E, Latitude 
13.470276 N. 

3.1 Load Demand at the study area 

The load demand for the study is made by 
considering the two strategies of 
Development side Load strategy and  
Demand side Load strategy. The former 
strategy is evolved on basis of development 
required at the remote areas by collecting 
data from the Local/Grama panchayat- 
which is a village governance body in 
Indian villages and the tribal people, about 
the various developments required  like 
schools, outpatient Hospital, community 
halls, small industrial loads(flour mills, 
water  pumps),stationary shops(food 
items/groceries and others)  by preparing 
the questionnaire and communicating with 
local people and Grama panchayat 
members who are elected by the village 
people for governing the village issues. on 
the contrary the latter uses actual demand 
required in the present situation, which is 
estimated by collecting load data from the 
Residential Houses.Here only Domestic 
Loads are considered. The Table 2 shows 
the  Load point estimation of Domestic, 
community loads and commercial Loads. 

 

   HOMER Pro software 

LOAD 
 Electric(1) 
 Electric(2) 
 Deferrable 
 Thermal 1 
 Thermal 2 
 Hydrogen 
 

 

COMPONENTS 
 Controller 
 Generator 
 PV 
 Wind Turbine 
 Storage 
 Converter 
 Custom 
 Boiler 
 Hydro 
 Reformer 
 Electrolyzer 
 HydrogenTank 
 HydroKinetic 
 Grid 
 Thermal control 
 
 

RESOURCES 
 Solar GHI 
 Solar DNI 
 Wind 
 Temp 
 Fuels 
 Hydrokinetic 
 Hydro 
 Biomass 
 Custom 

PROJECT 
 Economics 
 Constraints 
 Emissions 
 Optimization 
 Search space 
 Sensitivity 
 Multi Year 
 Input Report 
 Estimate 
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 Table 1 Demography of the cluster of  Remote 
villages 
Name of the 
Village 

No. of  House 
holds 

population 

Tarulli Kodige 27 132 
Anukulli bylu 15 45 
Bylubaru 6 25 
shunti hakkalu 6 18 
kote 25 112 
Total 79 332 

   

Table 1 gives the demography of villages 
for load assessment. Hourly load demand 
for the year is obtained by categorizing the 
year into four quarters (Jan- March, April-
June, July-Sept and Oct-Dec). In obtaining 
the hourly load demand for Development 
Load strategy, loads are categorized into 

Domestic loads, community loads and 
Commercial Load. But for the Demand side 
Load strategy, only Domestic loads are 
considered because It is observed the local 
people living are not availed of community 
and commercial services in the study area.  

 

Table 2  Load points estimation for obtaining the Hourly demand at the study site 
 Domestic loads 

Appliances Quantity 

CFL LIGHT(40W) 4 Points in each House Hold 
LCD TV(70W) 1 Point in each House Hold 
Radio(25W)  1 Point in each House Hold 
Fan(75W) 2 Points in each HH 

Community loads 

Appliances Quantity 

CFL LIGHT(40W) 3 points  for Hospital,4 points for School Building 
Refrigerator (1000W) 1 Point  for Hospital Usage 
Fan(75W) 3 points for Hospital, 4 points for School Building. 

Commercial Loads 

Appliances Quantity 

CFL LIGHT(40W) 2 shops having 1 point for 79HH 
Street light(60W) 1 pole for every 3 HH 
Fan(75W)  2 shops having 1 point for 79HH. 
Pumping water(3.76 KW) 3 water pumps for 79HH 
Flour mill (5KW) 1 Point having 5KW for 79HH 
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Figure 2. Annual Energy Demand estimation in each quarter for Development side strategy 

Load. 

 

 
Figure 3. Annual Energy Demand Estimation in each quarter for Demand-side Management 

strategy. 

Table 2 gives the details about the 
appliances and the number of points 
estimated in each Household (HH).The  
Load points are assessed by enquiring with 
the Local people and Grama panchayat 
members. Hourly Energy demand (KWh) is 
then calculated in each quarter of the year. 
The Energy demand in each hour, in each 
quarter, is assumed to be constant. Figure 2 
and Figure 3show the energy demand in 
each quarter for Development side strategy 
and Demand-side management strategy. 
The load assessment is carried out based 

upon their life style during the various 
seasons and usage of their energy. The 
tribal people have their own kind of habitat 
of work. Their usage is found to be more  
during the second quarter(April-June). 
Total Annual Energy demand required for 
Development side strategy is 124727.86 
KWh/Year with annual average of 341.72 
KWh/year and Peak load of 65.08KW/day. 
For the Actual Total energy Demand for the 
cluster of villages is found to be 63702.83 
KWh/year with annual average of 175.5 
KWh/year and the Peak load demand of 

21827.7

4161.6 5061.6

30525.6

4750.88

9204.6

14701.05

3261.44
5120.57

16898.1

3886.08
5328.64

0

5000

10000

15000

20000

25000

30000

35000

40000

D
om

es
tic

 L
oa

ds

C
om

m
un

it
y 

L
oa

d

C
om

m
er

ci
al

 L
oa

d

D
om

es
tic

 L
oa

ds

C
om

m
un

it
y 

L
oa

d

C
om

m
er

ci
al

 L
oa

d

D
om

es
tic

 L
oa

ds

C
om

m
un

it
y 

L
oa

d

C
om

m
er

ci
al

 L
oa

d

D
om

es
tic

 L
oa

ds

C
om

m
un

it
y 

L
oa

d

C
om

m
er

ci
al

 L
oa

d

1st Quarter 2nd Quarter 3rd Quarter 4th Quarter

k
W

h

13793.4

24387.3

12185.355 13336.78

0

5000

10000

15000

20000

25000

30000

Domestic Loads Domestic Loads Domestic Loads Domestic Loads

1st Quarter 2nd Quarter 3rd Quarter 4th Quarter

K
W

h



Computational Models for Assessment of Renewable Energy Potential and Load Analysis  Section A-Research paper 
 

Eur. Chem. Bull. 2023, 12(Special Issue 5), 3096-3115                         3103  

45.04 KW/day.  While calculating the load 
on Demand side Low rate Watt with High 
performance(LRHP)  appliances(like LED 
bulbs) are considered. The Demand-side 
load is found to be 51% of the Development 
side load strategy. 

 

4. Resource Load Assessment at the 

study area 

Potential Renewable sources available at 
the study area are identified as Wind, solar, 
Micro-Hydro and Hydrokinetic resource. 

4.1 Wind Load assessment 

The wind speed available at the location is 
retrieved from the typical Meteorological 
Year chosen for 10 years from 2008 
to2018[32]. The wind data is also collected 
from the local IMD(Indian Meteorological 
Department)  center at 
Karwar,Karnataka.The wind velocity is 
observed high during June-september from 
the data. 

Figure 4 shows the Typical meteorological 
data for wind speed generated and mean 
wind speed was found to be 4.2m/s. 

 
Figure.4.Mean wind speed velocity calculated from the Typical meteorological year Data 

 
4.2 Solar energy load Assessment 

Solar radiation data of sringeri taluk are 
obtained from the Meteonorm 7.3 software 
application for the period of 10years by 
giving the geographical coordinates as 
input. Solar intensity kWh/m2/day for each 
month available at the site is then calculated 

as shown on Figure 5. The average solar 
intensity in kWh/m2/day for the year was 
found to be 5.44 KWh/ m2/ day/year.The 
solar insolation is found be high during the 
summer season from February-June from 
the Data. 

 

 
Figure 5. solar intensity KWh/m2/day available at the site for all the months 
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4.3 Micro-Hydro Load Assessment 

    To assess the Hydro potential at the study 
site for Micro-Hydro turbine, the discharge 
to the turbine is calculated by using the Soil 
conservation services Curve Number 
Method(CN), developed by the USA in 
1969 for estimating the actual run off depth 
based on the Rainfall data. 

Actual run off depth is calculated by the 
Equation 1 as[33] 𝑄𝐷 = (𝐼−0.2𝑆)2(𝐼+0.8𝑆)  when 𝐼 > 0.2𝑆             (1) 𝑆 = 25400𝐶𝑁 − 254   (2) 

 

Where QD is the direct surface run off 
depth(mm), I is the monthly rainfall(mm) 
and S is the Maximum potential retention 
in watershed(mm) and CN is curve 
number ranging from 48-58 for dense 
forest. The peak rate of run off or 
discharge are calculated by the equations 
as follows 𝑇𝑃 = 0.6𝑇𝐶 + √𝑇𝐶                       (3)
  

𝑇𝐶 = 0.0195 [√ 𝐿𝑤3𝐻𝑛𝑒𝑡]0.77
                 (4)   

𝑄 = 0.0208×𝐴×𝑄𝐷𝑇𝑃          ---  (5) 

Where Q is the rate of runoff or discharge 
in m3/s, TP is the  time to peak run off(hour) 
,TC is the time of concentration(hour),Lw is 
the length  of the water shed and A is the 
area of the Water shed. These are calculated 
from developing the watershed contours 
using the Google Earth and ArcGiS 10.8 
software. The exact geographical 
coordinates of the location are obtained for 
the implementation of Hydro turbine site. 
Table 1 gives the calculated values of 
average Discharge values of  Q taking the 
rainfall data of 10 years using the 
meteorological information from the 
Meteorological department at IMD, karwar 
District, Karnataka and from the online 
resource website[34].It is estimated that 
Average of 3379.7 litres/s for the year is 
available as a discharge to the  Micro-
Hydro turbine output.Figure 6(a) shows  
Elevation contours developed from the 
ArcGIS soft at the site and elevation is 
calculated as 625m and length of the 
watershed is 1125m.Figure 6(b) and Figure 
6(c) are the watershed area contour and 
Topography of the study location 
respectively. 

Table 3 Calculation of Discharge from the Curve Number Method 
 

                              Average Rainfall Data (mm) 
Months              2009-

12 
      2013-16       2017-20 CN      Avg Q 

(m3/s)             
January 6.11 2.84 6.76 52 0 
February 3.42 9.175 4.96 52 0 
March 10.89 15.83 16.75 52 0 
April 65.5 41.9 62.42 52 0.130 
May 92.61 67.69 200.32 52 3.898 
June 99.94 69.54 190.63 52 3.706 
July 123.31 85.74 214.75 52 5.265 
August 122.25 76.7 220.76 52 5.342 
September 125.37 76.6 237.24 52 6.0451 
October 129.41 71.47 442.15 52 15.175 
November 103.07 32.77 87.19 52 0.93592 
December 19.19 8.92 62.89 52 0.0570 
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Figure.6(a) Elevation contours at the site (ArcGIS)                              Figue6(b) watershed 
area contour 

 

Figure 6(c) Topography of study area 

4.4 Hydro-kinetic resource Load 

assessment 

The study site is identified with water 
stream flow suitable for generating the 
power using the Hydro-kinetic turbine. This 
requires the data for the average velocity of 
water streams. Average velocity of water 

flowing is obtained for each month using 
the Electro-Mechanical current meter 
device. To obtain the monthly data, current 
meter is used to get the velocity readings for 
mid-day of the month for 12 hours, keeping 
the device at 0.5m, 1m and 2m depth from 
the surface level of water. 

             
Figure7. Average water stream flow velocity in each month        Figure 8. HK resource model 
 
The average velocity of stream flow 
obtained is shown in Figure 7.This velocity 
is assumed to be constant throughout each 
month for obtaining the Hourly analysis. 
Figure 8 shows the details of the Hydro-
kinetic resource model at the location. The 

average  water stream velocity  is high 
during the rainy season from June-october. 
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5. Modeling of the Energy Resources 

This study is made identifying the energy 
resources of Wind energy, solar energy, 

MicroHydro and Hydro kinetic resources 
available at the locality. 

5.1 Modeling of Wind power output 

The power output from the wind turbine  is calculated by the Equation 1[35][36] as 

     PW=0                                            (for v<vCI) 

     PW = PR(v- vCI) /(vR-vCI)             (for vc≤ v ≤ vR)   

     PW=PR                                                   (for vR≤ v ≤vCO)    

     PW= 0                                            (for v > vCO)   (1) 

 

Where vCI is the cut in speed,  vR is the rated 
speed of the turbine and vCO is the cut out 
speed ,PR is  maximum rating of power 
from the turbine. The power curve from the 
manufacturer details are correlated for 
calculation of power output in HOMER 
optimization by taking the effect of air 
density ratio and multiplied by the Power 
output from the wind turbine at 
STP(standard Temperature Pressure) 
conditions. For the calculation of power 
from the turbine is taken at hub height of 30 
m, which is given by the Equation 2 as 

Vhub=V*(Z2/Z1)^α                                    (2) 

Where Z2=30m, Z1=10m and 
α=0.43(coefficient value for mountain, 
terrain) Power calculations are obtained for 
each hour data for 8760 hours 

5.2 Modeling of Photovoltaic systems 

Power calculations for the PV output are 
carried out using the Equation 3 [37] 

PPV= RPV DF(%) [ 𝐼𝑇𝐼𝑆𝑇𝐶]                             (3) 

Where RPV is the rated power output from 
the turbine, DF is the Derating factor in 
%,IT is the instantaneous solar radiation and 
ISTC is the solar radiation at the standard 
Test conditions. 

 

5.3 Modeling of Micro Hydro system 

Power output from the Hydro turbine is 
obtained from the Equation 4 [38] as 

* * *

1000

H Q
Hydro water net tur

P
MH

 
    KW    (4) 

Where ηHydro is the efficiency of the Micro 
Hydro turbine,ρwater is the density of water 
1000kg/m3,Hnet is the net head available to 
the turbine and Qtur is the discharge from 
the turbine. The discharge to turbine is 
calculated from the soil conservation curve 
method as explained in the resource load 
assessment section. 

5.4 Modeling of Hydro-Kinetic turbine 

Hydrokinetic turbines are placed under 
water which may be fixed or floating type 
against the stream water flow, normally 
these are placed at a minimum depth of 1m 
from the surface level of water..The power 
output from the Hydro-kinetic turbine is 
calculated by the Equation 5[39]  as 

30.5* * * *
HK tur P

water
P A V C                 (5) 

Where Atur is the surface area of the turbine 
from the manufacturer is the Average 
velocity of the stream flow and Cp is the 
coefficient of performance of the turbine 
taken value of 0.59(Betz Limit). 



Computational Models for Assessment of Renewable Energy Potential and Load Analysis  Section A-Research paper 
 

Eur. Chem. Bull. 2023, 12(Special Issue 5), 3096-3115                         3107  

Equation 5 is modified by taking the rotor 
efficiency( ηr ),Blade efficiency (ηb ) and 
Generator efficiency(ηg), taking the values 
of 0.6 for rotor efficiency, blade efficiency 
and generator efficiency values equal to 
0.9, We get 

30.5* * * * * * *
HK tur P br g

water
P A V C     (6) 

 Substituting Atur=ΠD2/4, the equation 
gives 

320.112* D *
HK

P V                                  (7) 

In HOMER, Power curve from the 
manufacturer is taken as reference, the 
values are interpolated to the manufacturer 
details. 

6. Optimization Simulation studies 

 In this study, optimization for the 
Economic analysis for different 
combinations of renewable energy sources 
is carried out using HOMER pro Optimizer 
tool. HOMER performs the sizing 
operations for the feasibility analysis. The 
NPC(Net Present cost) and COE(Cost of 
Energy) are the two parameters considered 
for analyzing the feasibility and suitability 
of the systems. Each simulation is provided 
with Load data by taking some suitable 
sensitive parameters as sensitivity 
analysis.Net present cost is the Present cost 
involving all the cost components 
deducting all the revenues it earns all 
throughout its Project Lifetime. 

In economic analysis, NPC  is calculated by 
Equation 7[35] as 

(1 )

(1 ) 1

N

N

C
Totalyear

NPC
CRF

C C C CTotalyear FCyear RCyear OMyear

i i
CRF

i



  




 

   (8) 

Cost of Energy(COE) is the annualized  
Total cost of producing the Energy 
generation to the Total energy served by the 
Renewable energy systems  given by 
Equation 9 as 

C
Totalyear

COE
E

served


    (9) 

 HOMER does not Rank the Renewable 
Integration system based on the COE .In 
determining the cost components of the 
Renewable systems, HOMER analyzes the 
cost considering the Fixed cost, 
Replacement cost, and Operation and 
Maintenance cost. Therefore, the capital 
cost of the system per KW is assessed by 
taking various costs involved, the 
distribution of various costs are obtained by 
manufacturing details and with the 
Engineers associated with the installation 
of Renewable energy systems. Figure 9 
shows the percentage of distribution of 
various costs involved for installation of 
Renewable energy system per KW or MW. 

 
Figure 9. Percentage distribution of various costs installing RE system. 
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It shows from the Figure 9 that, 54% of the 
capital cost is involved for Renewable 
Energy systems and other 46% is accounted 
for costs of supporting activities required at 
the installation of the system. The optimal 
Simulation method followed is shown in 
the Figure 10.With the available Resources 
at the Location, integrating the different 
combinations of systems are performed 
considering as only the Potential resources 
available at the study area. Each 
combination simulation is being performed 
with different sensitive parameters 
concerning scaling factor, Renewable 

energy fraction, and other variables for the 
systems. HOMER gives the feasibility of 
the combination with the values of Net 
present cost and cost of Energy. The load 
input for the Development side strategy and 
Demand side strategy for each run of the 
combining the Integrated renewable 
system. In all the simulations Battery and 
Inverter capacity and cost are considered 
same. Thus, all the individual run 
combinations give the values for NPC and 
COE. Then the best possible combination 
for sustainability is selected on the 
optimization results.  

 

 

Figure10. Flow chart for the Optimization studies 

 

7. Results and Discussion 

Simulations for the different possible 
combinations are performed by considering 
the size  of Battery(1KWh) Lead Acid  and 
converter  size  varying between 10KW to 
50KW.The Load demand for Development 
side strategy is explained in the load 
demand  assessment section ,which is found 
to be of  Annual Average 341.68KWh/day  

with a peak Demand of 65.08 KW.The 
Demand side load strategy is having annual 
average of 175.5KWh/day with a Peak 
demand of 45.04 KW.  Hourly Assessment 
of load demand is carried out by taking the 
four quarters of a year. Hourly demand of 
load is assumed to be constant for the 
particular quarter and time. For the two 
strategies, seven possible combinations are 
considered as an optimal integration 
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renewable system. This involves 
integration of PV-BATT/PV-WIND-
BATT/WIND-BATT/MH-HK-
BATT/WIND-MH-HK-BATT/PV-MH-

HK-BATTand PV-WIND-MH-HK-BATT. 
Table 4 gives details of the costs of systems 
considered for simulation. 

 
Table 4 various costs of systems considered for simulation in HOMER 

Systems     Capital cost($) Replacement cost($)     O&M cost($) 

PV-1KW $2,500.00 $2,500.00 $10.00 

BATTERY-
1KWh(LA) 

$300.00 $300.00 $10.00 

CONVERTER $300.00 $300.00 $0.00 

WIND-95KW $4,75,000.00 $4,00,000.00 $4,000.00 

MH-49KW $52,266.00 $50,000.00 $1,045.00 

HK-40KW                            
$14,000 

$14,000.00 $280.00 

 

In HOMER simulation, the costs of 
renewable energy systems are divided 
under three categories, which consist of 
capital cost, Replacement cost and 
Operating and Maintenance cost. The other 
costs involved with renewable system are 
not included. Various other costs associated 
are mentioned in the Figure 9 are taken as 
reference and made include in the capital 
cost of the systems. The costs calculated do 
not involve in other direct and indirect taxes 
and are according to the price value in 

Indian country. It is also observed that the 
costs tend to change with the demand for 
the respective renewable energy system, 
like in the cases of PV panels and wind 
turbines. Micro-Hydro and Hydro Kinetic 
are site specific and demand for there is less 
when compared with other systems. The 
cost of converter and Battery are depends 
on the type used. Lithium-Ions batteries 
cost are more compared with lead acid 
battery and thus it increases the Net present 
cost and COE. 

Table 5 Simulation results based on Two strategies 

Simulations Results based on Development Strategy- Annual Average -341.68KWh/day--65.08 KW-Peak Demand 

S.N Renewable systems 
PV 

(KW) 

WIND 

(Nos) 

MH 

(KW) 

HK 

(Nos) 

CONVERTER 

(KW) 

BATTERY, 

1KWh(Nos) 
NPC($) 

COE 

($/KWh) 

1 PV-BATTERY 116    48.7 729 $987.814 $0.685 
2 PV-WIND(95KW)-BATTERY 115 1   44.0  643 $1.01M $0.693 
3 WIND (95KW)-BATTERY  14   46.3 318 $2.6M $1.76 
4 MH-HK(40KW)-BATTERY   57.7 2 10.7 46 $166,816 $0.153 

5 
WIND(95KW)-MH)-

HK(40KW) 
 1 57.7 2 10.9 32 $784,769 $0.692 

6 
PV-MH-HK(40 KW)-

BATTERY 
1.8  49.4 2 26.6 129 $217,191.5 $0.166 

7 
PV-WIND(95KW)-MH-HK(40 

KW)-BATTERY 
1.78 1 49.4 2 33.2 151 $817,281 $0.589 

          
 Simulation Results Based on Demand Side Strategy- Annual average -175.5 KWh/Day ;45.04 KW --Peak demand 

S.N Renewable systems 
PV 

(KW) 

WIND 

(Nos) 

MH 

(KW) 

HK 

(Nos) 

CONVERTER 

(KW) 

BATTERY, 

1KWh(Nos) 
NPC($) 

COE 

($/KWh) 

1 PV-BATTERY 76    43.3 476 $626,489 $0.8203 
2 PV-WIND(95KW)-BATTERY 11.7 1   35.3 245 $818,623 $1.07 
3 WIND (95KW)-BATTERY  2   25.2 168 $1,309,300 $1.9 
4 MH-HK(40KW)-BATTERY   57.7 2 1.72 8 $120,841 $0.154 
5 WIND(95KW)-MH-HK(40KW)  1 57.7 2 0.807 2 $697,170 $0.875 

6 
PV-MH-HK(40 KW)-

BATTERY 
1  57.7 2 1.74 5 $120,825 $0.158 

7 
PV-WIND(95KW)-MH-HK(40 

KW)-BATTERY 
0.4 1 57.7 2 0.173 1 $697,049 $0.876 
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Table 6 Energy consumptions(Kwh)/year of PV-MH-HK in Demand side strategy Load 
Component Production (KWh/yr) Percent 

Generic flat plate PV 8114.3 1.2 
GenericHydro 
Kinetic(40KW) 

407068.2 60.2 

Hydro 261010.5 38.6 
Total 676,193 100 

 

 

Figure 11.State of charge% Generic Lead acid Battery(1KWh) for PV-MH-HK Demand side 
load 

 
Table 6 shows the energy consumptions of 
PV,MH,HK systems when simulated for 
Demand side Load strategy similarly the 
same trend has been observed in the case of 
Development side strategy. The 
contributions of MH and HK is more with 
respect to PV system. This shows that the 
location has a more potential in Hydro 
energy resource that can be utilized to full 
extent. Figure 11 shows the simulation 
result to the number of hours of Battery 
operation during the year. It shows that 
batteries are operated for maximum hours 
during the Second quarter of the year. 

Table 5 shows the simulation details of 
possible integrated systems for the study 
area considering the two load strategies. In 
the case of Development side Load 
strategy, MH-HK –Battery integrated 
system can give Least cost NPC of 
$166,816 and COE of $/KWh 0.153 with 
46 Battery Numbers. The next best possible 
integrated system is PV-MH-HK-Battery 
with NPC of $217,191.5 and COE of 
$0.166.The cost of NPC and COE is found 
to be high if it is proposed for only Wind –
Battery system. In case of Demand side 
strategy, the value of Least NPC is 
$120,841 and the COE is $0.154, it is found 

to be almost same for MH-HK-Battery and 
PV-MH-HK-Battery integrated system. 
The number of Batteries required is 8 and 5 
for these integrated systems. The NPC is 
increased by 27.5% and 44.3% for MH-HK 
and PV-MH-HK-Battery systems 
respectively when compared to the 
Development side strategy load 
Management. But, the COE remains almost 
the same for these two cases of the 
integrated system. The size of the converter 
in KW required is observed to be less with 
these two combinations. The inclusion of 
the wind turbine in any of the combinations 
gives more value of NPC and COE. This 
shows that the wind is not able to deliver 
the expected energy demand at the site. For 
the wind data available, it is found to be not 
suitable for a sustainable resource. Micro-
Hydro and Hydrokinetic alone can 
contribute to the delivery of the energy 
demand. The carbon emissions are zero for 
the Global emissions demand. It is also 
observed from the results that the 
contribution of MH and HK together is 
more than 80% in generating the Energy in 
KWh/year. This shows that the Hydro 
potential is more sustainable in these areas. 
This study area is near to Augumbe forest 

0

6

12

18

24

0 30 60 90 120 150 180 210 240 270 300 330 360

H
ou

rs

Year 40

55

70

85

100

%



Computational Models for Assessment of Renewable Energy Potential and Load Analysis  Section A-Research paper 
 

Eur. Chem. Bull. 2023, 12(Special Issue 5), 3096-3115                         3111  

reserve where more rainfall occurs through 
the year as the data is collected from the 
nearest rain gauge station. Thus it is 

suggested that keeping the above results 
into consideration, the PV-MH-HK with 
battery is more suitable for the location. 

Table 7  Present study comparison with other relevant studies on Remote areas in India 
 Configuration NPC($) COE($/KWh) Peak 

Load(KW) 
Reference Remarks 

PV-MHP-
Battery 

4,67,644 0.106 108.6 [35]  HOMER tool used to study the 
Effect of different batteries is 
analyzed with and without 
Dieselgenerator.Hydrokinetic 
resource is not considered. 

MH-BM-BG-
WT-BT 

6,05,376 0.087 170 [40] Cluster of villages in remote area are 
analyzed.Hydrokinetic resource is 
not considered 
 

PV-WT-BM-
BG 

141142 0.069 - [27] HOMER tool used   HK resource is 
not considered 
 

PV-BM-Battery ---- 0.21779 64 [28] MATLAB metaheuristic algorithms 
study .HK resource is not 
considered. 

      

 

8.Multiyear simulation results 

Multi-year simulation module in the 
HOMER software provides futuristic 
values of various parameters integrated into 
the system. This module takes the values of 
PV degradation of production, annual 
increase in the fixed mainatainence cost and 
annual increase of electrical load 

requirement. The simulation results on 
various parameters like PV production 
kWh/year, AC primary load, Battery losses 
(kWh/year), converter losses (kWh/year), 
unmet electrical load (%) and capacity 
shortage (%) are noted 10 year simulation 
output. Table 8 shows the Multi-year 
simulation for the optimal result obtained. 

 
Table 8 Multi-year simulation of optimal result for Development side strategy 

PV-MH-HK-BATT SYSTEM   PV-10KW BATT-300,CONV-40.0KW,WIND-1(275 KWh/day) 
Year PV 

productio

n 

KWh/year 

LCOE(PV

) 

$/KWh 

AC 

Primary 

Load 

KWh/ye

ar 

Battery 

Losses 

KWh/ye

ar 

Rectifier / 

Converter 

Losses 

KWh/year 

Unmet 

Electrical 

Load in % 

Capacity 

shortage in % 

1 794 0.146 92,426 1883 476/374 7.93 10.5 
2 791 0.144 93,865 1912 484/385 8.35 10.8 
3 784 0.145 95,312 1934 491/391 8.74 11.4 
4 781 0.146 96,775 1955 497/392 9.14 11.6 
5 772 0.152 98,2561 1978 502/395 9.54 12.7 
6 773 0.152 99,717 1994 506/404 10.1 12.5 
7 772 0.152 101,195 2004 509/401 10.2 13.5 
8 765 0.152 102,684 2012 511/402 10.2 13.6 
9 766 0.152 104,175 2015 513/405 11.3 14.5 
10 754 0.154 105,712 2025 515/405 11.7 14.6 
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Table 9 Multi-year simulation of optimal result for Demand side Load strategy 
PV-MH-HK-BATT SYSTEM -PV-0.5 KW, BATT-5, CONV-1 KW 

Year PV 

production 

KWh/year 

LCOE(PV) 

$/KWh 

AC 

Primary 

Load 

KWh/year 

Battery 

Losses 

KWh/year 

Rectifier / 

Converter 

Losses 

KWh/year 

Unmet 

Electrical 

Load in 

% 

Capacity 

shortage 

in % 

1 795 0.146 58,717 31.3 6.06/7.81 8.06 10.8 

2 795 0.146 59,657 32.2 6.06/7.81 8.44 11.2 

3 782 0.147 60,605 32.2 6.14/8.02 8.81 11.4 

4 784 0.148 61,560 32.6 6.12/8.06 9.14 12.3 

5 776 0.151 62,527 33.1 6.10/8.13 9.55 12.7 

6 7754 0.152 63,506 33.2 6.07/8.15 9.96 13.2 

7 777 0.153 64,497 33.6 6.09/8.26 10.34 13.4 

8 761 0.153 65,499 33.7 6.11/8.41 10.71 13.8 

9 760 0.155 66,510 33.8 6.01/8.42 11.21 14.5 

10 758 0.155 67,533 34.1 5.94/8.45 11.41 14.5 

From Error! Reference source not 

found.8 ,  % change of PV production 
(decrease) – 4.3%, COE (%)-4.74%,AC 
primary Load-14.35%, Battery Losses-
7.498%, converter/Rectifier Losses-
8.17%/7.37%, unmet electrical load-
3.88%,capacity shortage-4.5%.From Table 
9,% change of PV production (decrease) – 
4.4%, COE (%)-5.44%,AC primary Load-
15.01%, Battery Losses-8.28%, 
converter/Rectifier Losses-0.825%/8.38%, 
unmet electrical load-3.43%,capacity 
shortage-4.0 %.The Multi-year simulations 
gives the degradation of PV systems is 
around 4.4% to 8%  in all the cases 
studied,AC primary load is increased from 
12.33% to 18% for the cases,the battery 
losses is around 3.9% to 19% and the unmet 
load is increased in the range of 1.3% to 6% 
in all the cases studied. 

 
Conclusions 

This paper presents the simulation studies 
for a different combination of the integrated 

renewable energy system for obtaining the 
least NPC and COE. The potential 
resources available in the study area are 
first identified as PV-WIND-MH-HK. The 
seven different combinations are simulated 
for obtaining the optimal value of NPC  and 
COE considering the Developing side Load 
strategy and Demand-side Load strategy 
which gives 14 combinations of simulation 
studies. It is found that Demand side Load 
strategy is 51% of Development side Load 
strategy for the annual Energy Demand 
Estimation.  In all the simulations, Battery 
system should be included as a it provides a 
continuous un interrupted power supply. In 
the Development side Load strategy, the 
best optimal solution is found to be of MH-
HK(40KW) with a NPC of of $166,816 and 
COE is $0.153.The second optimal solution 
is with the combination of PV-MH-HK 
with NPC of $217,191.5 and COE is 
$0.166.From the feasible and sustainable 
point of view , the PV-MH-HK is found to 
be better for the location considering 
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rainfall situations. For the Demand side 
load strategy, it is found that same two 
combinations hold good as the best possible 
solution. Here, NPC and COE values 
obtained are almost same having values 
$120,481(MH-HK)-$120,824(PV-MH-
HK) and $ 0.154(MH-HK)-$0.158(PV-
MH-HK). The optimal values were 
obtained by considering sensitivity 
parameters in HOMER pro soft. Integration 
with WIND turbine system gives more 
value of NPC and COE. It can be identified 
the generation from the WIND turbine is 
not a feasible solution at the location. 
Further, the Multiyear simulation results 
carried out for the best optimal solution for 
10 years gives the parameters effect is well 
within the lower range.From all the 
observations, it is clear that the site is 
having a good potential for Hydro resources 
and is more feasible and sustainable with 
zero emissions. 
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Abstract 

Brakes in any automobile are intended to regulate and stop the moving vehicles safely. The 

overall braking efficacy depends on various components, their ability to convert kinetic energy 

to heat energy through friction (b/w pad and drum). Therefore, the pad material properties are 

of significance, to name a few, clothing forfeiture, coefficient of friction (COF), wear and 

mechanical behaviour. Normally, Phenol formaldehyde (PF) / Epoxy resin (ER) and some fibre 

materials along with glass, asbestos and carbon fibres in proper proportions are preferred. 

Whereas, asbestos is readily available in the market and regularly used. But, this asbestos is 

toxic in nature and there is every need to explore alternatives. An endeavour made to substitute 

this asbestos with materials like glass fibre (GF), carbon fibre (CF) coconut casing powder 

(CSP) etc. which are eco-friendly. Also, inorganic materials likeBaSO4 - barium sulphate and 

CaCO3 – calcium carbonate are explored as well in terms of filler followed by aluminium 
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oxide, graphite and antimony sulphide tested for frictional additives. This paper depicts certain 

trials made on, Asbestos Free Brake Friction Material (AFBFM) combinations – PF with GF, 

PF doped CF, ER &GF mixture, and ER with CF for wide proportions of fibres and matrix. 

The results suggested the combination of ER and 15% CF is suitable for brake shoe material. 

Keywords 

Brakes, Pulverized cow hooves, Non-Asbestos, Tribological properties 

 

1. Introduction 

Automobile braking system consists of components like drum, pad, cylinder etc., which control 

the vehicle speed by converting mobile energy to heat due to friction. During this process the 

brake shoes are in action and should maintain sufficient frictional factor with the disc to avoid 

failures. These shoes are made of asbestos mixed with several other ingredients which is toxic 

and harmful in nature need to be substituted. Quite a few research works done in this direction 

suggested new asbestos free materials from agricultural wastes. The emerging materials for 

brake pads are commercially viable and eco-friendly.  

Researchers like Idris, Namessan, Koya, Fono, Aigbodion, Ibhadode and Dagwa, 

Ruzaidiworked with banana peels, kenaf (Hibiscus canabinus) fibres and palm kernel shell 

respectively, and concluded these materials can be used effectively as an alternate to asbestos. 

All the researchers used the standard procedure to assess the suitability of these materials. In 

the same line this paper presents the work documented on fabrication of brake pad material 

without asbestos (AFBFM) with different combinations of PF and ER mixed with glass fibre 

(GF), carbon fibre (CF) (PF+GF, PF with CF, ER added to GF and ER+CF). Compression 

moulding was preferred for preparing samples and relative analysis with the commercial 

available pads is made. 

2. Materials  

The materials selected for the study are E-glass, carbon fibres (reinforcement), epoxy resin and 

Phenol Formaldehyde (base material). The E-glass fibres possess excellent electric resistance 

apart from resistance to heat, temperature, resistance to chemical action, resistance to moisture 

etc. Further, these fibres maintain their strength over a varied temperature conditions. The 

chemical composition of the E-glass comprises of oxides of silicon (55%), aluminium (14%), 

boron (7%), calcium (22%), magnesium, and the physical properties are tensile strength of 
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3.44GPa, density 2.58g/cm3 elongation of 4.8%, Thermal Expansion Co-efficient of 54x10-70C 

etc. The carbon fibre is composed of carbon atoms which are extremely stiff, strong, and light, 

properties close to that of steel and as light as plastic. Thus the strength to weight ratio (as well 

as stiffness to weight ratio) of a carbon fibre part is much higher than steel or plastic. Carbon 

fibre is extremely strong; typical engineered for structural, aerospace, civil, military, and 

motorsports applications addressing lifecycle costs and performance. A few properties of this 

carbon fibre are, tensile strength-5880MPa, density- 1.8g/cm3, thermal conductivity of 

70W/mK etc., but they are costly.  

The Table 1 Material list in percentage compositions 

Table 1. Material – Composition in volume fractions 

 

Sl. 

No 

 

Materials 

 

Density 

(g/cm3) 

Volume fraction 

SAMPLE 

(A1,B1,C1&D1) 

SAMPLE 

(A2, B2,C2 &D2) 

SAMPLE 

(A3,B3,C3&D3) 

1 Fibres E-glass 2.55 5 10 15 

Carbon 2.0 

2 Matrix Phenol 

formaldehyde 

1.21 60 55 50 

Epoxy resin  1.56 

3 Fillers BaSO4 4.5 8 8 8 

CaCO3 2.71 4 4 4 

Coconut casing 

powder 

1.6 10 10 10 

4 Additives Aluminium Oxide 3.95 9 9 9 

Graphite 2.26 2 2 2 

Sulphide of 

Antimony  

4.64 2 2 2 

Table 1.1 indicates combinations of base material and additives with constant values, used to 

prepare the samples of AFBFM. Minimum of 50% matrix and maximum 15% fibre (in volume 

fraction) including fillers and additives are taken for fabrication purpose. 
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Table1.1 AFBFM: Matrix - Fibre Combinations in %age vol. fractions  

 

Sl. 

No 
Fibre Matrix 

Sample-a Sample-b Sample-c 

Volume 

Fraction 

Fibre 

Volume 

Fraction 

Matrix 

Volume 

Fraction 

Fibre 

Volume 

Fraction 

Matrix 

Volume 

Fraction 

Fibre 

Volume 

Fraction 

Matrix 

1 

Glass 
Phenol 

Formaldehyde 
5.0 60.0 10.0 55.0 15.0 50.0 

2 

Glass Epoxy Resin 5.0 60.0 10.0 55.0 15.0 50.0 

3 

Carbon 
Phenol 

Formaldehyde 
5.0 60.0 10.0 55.0 15.0 50.0 

4 

Carbon Epoxy Resin 5.0 60.0 10.0 55.0 15.0 50.0 

3. Methodology 

Among the available methods to fabricate any composite compression moulding technique is 

most preferred (high pressure application). The mould is preheated to 1500C, 120 bar pressure 

is applied, charged with ER or PF, and all selected additives. Later, subjected to curing for a 

predetermined period of ½ to ¾th hour. The samples are pulled out of mould cavity and 

subjected to treatment for a day at 800C. The sample size is 200 X 160 X 5 mm and finally,  

the  fabricated PF and ER samples are sized. The standard (ASTM) specimens for various tests 

like impact, and compression are prepared. 

4. Mechanical Testing and Structural Characterization  

The prepared samples are subjected to the various tests to evaluate mechanical, wear etc. 

properties. This paper is concentrating specifically on impact ,compression ,hardness 

properties looking into their rolein terms of brake shoe is concerned for the system. The ASTM 

D-695 standard trial was selected to explore compressive strength. 
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4.1 Compressive Strength 

 

Figure 4.1 ASTM D-695 work pieces for compression test 

In order to conduct experiments, UTM, a job of 12.7 * 12.7 * 25.4 mm (figure 4.1), ASTM D-

695 procedure with 2 mm/min speed is set. The job is subjected to compression till fracture. 

The compression strength is noted for fracture against the load applied for the given sample. 

4.2 Impact Strength  

The impact analysis (izod), test ASTM D-256 (Figure 4.2) is selected and different pendulum 

hammers are used till failure occurs and readings are tabulated. All types of samples are 

subjected to same treatment.  

 

Figure 4.2 ASTM D-256 Work Pieces for Impact test 

4.3 Hardness Number  

In the present work, Shore-Durometer (Shore-D) test was used. The Shore A scale is 

used for 'softer' polymers while the Shore D scale is used for 'harder' composites, ASTM D-

2240 standard is used to measure the hardness. Different volume fractions of PF and ER 

reinforced with glass and carbon fiber brake friction materials shown in were used to conduct 

hardness test. 



International Journal of Science, Mathematics and Technology Learning 

ISSN: 2327-7971 (Print) ISSN: 2327-915X (Online) 

Volume 31 No. 2, 2023 

 

Page | 87 

 

Figure 4.3 ASTM D-2240 Work Pieces for Hardness test 

For each sample, hardness number was measured at different locations on the specimen and 

average hardness numbers for each sample were tabulated. All types of samples are subjected 

to same treatment.  

5. Deliberations on Outcomes 

Compressive Strength 

Table 5.1Compressive strength: GF & CF plus PF& ER commercial Brake Pads 

S

L 

N

o 

 

% age 

of 

Reinf

orcem

ent 

 

Compressive strength of asbestos free brake 

friction composite material, MPa 

Compressive strength of 

Commercial asbestos 

based brake pads, MPa 

Compressiv

e strength of 

Commercial 

brake pads 

(Literature), 

MPa 

CABBPM 

PF+GF PF+CF ER+GF ER+CF ABBPM-2 ABBPM-2 

1 5 79.24 85.63 87.66 93.93 

104.33 112 110 2 10 83.32 92.13 90.33 98.67 

3 15 87.33 101.83 105.26 121.33 

From the above table, the compressive strength tabulated for (15% vol.) GF plus PF amalgam 

is 87.33 MPa. The values are 03 tests average of each vol. fraction used for further analysis. 

Equally, for 5% and 10% the values are 79.24 and 83.32 MPa respectively. Similarly, the 

strength obtained for 05, 10 and 15 percent carbon fibre inclusion with phenol-formaldehyde 

are 85.63, 92.13, and 101.83 MPa respectively. 

For the combination of epoxy with glass fibres (5%, 10% and 15%) the compressive strength 

resulted as 87.66, 90.33, 105.26 MPa respectively and with carbon fibre for same volume 
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fraction addition the strength was 93.93, 98.67 and 121.33 MPa respectively. Now if we check 

the values of asbestos pads (ABBPM-1 & ABBPM-2) the values are 104.33 and 112 MPa for 

1, 2 types correspondingly. This is depicted in table.  

Further, keen observations reveal that the compressive strength of the prepared material 

(without asbestos) improved with percentage hike in reinforcement apart from even dispersion 

alloying elements. In addition, Epoxy resin combinations fared well relative to PF based blends 

with proper mixing and bonding. The tested combinations when compared to asbestos, the ER 

& CF -15% carbon fibre compressive strength is 121.33 MPa higher by 14.01% and 7.68% 

respectively (ABBPM-1 and ABBPM-2). 

 

Figure 5.1 bar chart showing Compressive Strength – with and without Asbestos 

Impact strength  

Some trials were carried out with glass and carbon reinforcements plus PF and ER as base in 

with ASTM D256 in different vol. fractions. For each combination, 05 samples were measured 

and average values are tabulated (Table 5.2). 

Table 5.2 Impact strength: GF & CF plus PF& ER vs Commercial Brake Pads 

 

Sl

. 

N

o 

 

% age 

Reinf

orcem

ent 

Impact strength without asbestos, J/mm2 Impact strength of 

asbestos based, J/mm2 

Impact strength 

of Commercial 

brake pad 

(Literature) 

CABBPMJ/mm2 

PF +GF PF+ CF ER+ GF ER+CF 
ABBPM-

1 
ABBPM-2 

1 5 0.063 0.072 0.066 0.079 

0.0833 0.091 0.111 2 10 0.067 0.076 0.068 0.083 

3 15 0.07 0.081 0.071 0.0852 
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The tabulated values of impact strength of the combinations without asbestos show significant 

increase with percentage addition of reinforcement, better bonding. A related trend is seen with 

carbon addition as these fibres possess superior intrinsic mechanical properties comparatively. 

Further, CF+ER (15%) combination 2.58% higher impact strength in relation to regular 

asbestos based materials. 

 

Figure 5.2 Bar chart showing Impact Strength with and Without Asbestos 

Hardness 

The hardness of composite materials was measured using Shore- Durometer (Shore-D) test. It 

is a measure of resistance offered by materials for indentation which is depicted as hardness 

number. Experiments were conducted for different volume fractions of glass and carbon fiber 

reinforced PF and ER based friction materials on the surface and average hardness numbers for 

each combination are tabulated in Table 5.3 These values were compared with the asbestos 

based brake pad materials and found that asbestos free brake friction composite material is 

harder compared to that of commercial brake pad materials 

Table 5.3 hardness number: GF & CF plus PF& ER vs Commercial Brake Pads 

Percent 

Reinforcement (%) 
PF+GF PF+CF ER+GF ER+CF ABBPM-1 ABBPM-2 

CABBPM 

(Literature) 

5 79 82 85 88 

82 83 82 10 80 84 87 90 

15 82 85 90 92 

Figure 5.3 shows the hardness number for 15% volume fraction of GF and CF reinforced 

composites and asbestos based commercial brake pads. It is observed that, Epoxy Resin based 

composites have higher hardness compared to PF based and commercial brake pad materials. 

This is due to better interfacial bonding of fiber, filler and frictional additives with ER.  
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Figure 5.3 Bar chart showing hardness value with and Without Asbestos 

The Shore D hardness of GF and CF reinforced composites enhanced with increase in fiber 

content. This is due to more resistance offered by the fibres as its content increases in the 

composites. Addition of CF in matrix has resulted in the highest hardness value among the 

considered composites due to the better mechanical properties of CF 

6. Conclusions  

The experimental compressive strength of epoxy doped with carbon fibre (5 – 15%) has shown 

gradual increase from 93.333 to 121.333 MPa, higher than both asbestos and glass fibre pads. 

Similarly the glass and carbon fibres with phenol formaldehyde the carbon reinforced samples 

have better strength (14.01% high for 15% addition) comparatively. The reasons are due to less 

rigidity and strength of glass fibres relatively. The samples when tested under impact, the 15% 

of CF & GF in PF matrix, recorded values are 0.08 J/mm2 and 0.07 J/mm2 respectively. As 

urge in impact strength when CF added with 15% GF is 13.58%. For the same percentages of 

CF & GF supplemented to ER the values are 0.085 J /mm2 and 0.071 J /mm2 respectively. Also, 

when 15% CF put into ER noticed 16.66% higher impact strength. The same in relation to 

regular asbestos there is marginal hike of 2.58%. The samples when tested under hardness test, 

Hardness of ER+15% Vf CF is 92. It is 2% higher than the hardness of ER+15% Vf of GF 

which is 90%. ER+15% Vf CF composites hardness is 10% and 9 % higher than ABBPM-1 

and ABBPM-2 respectively. Therefore, it can be concluded that ER+15% of carbon fibre is of 

dominant combination for brake pad material. 
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outperform un-reinforced alloys in terms of abrasive wear 

resistance. When compared to cast 7075 alloy 5wt%  TiB2 

and 8wt% Graphite reinforced composite, weight loss was 

reduced by 35% and 47%, respectively, for cast and hybrid 

conditions. Scanning electron micrograph was used to inves-

tigate into possible wearing mechanisms on worn-out areas.

Keywords Al7075 · Titanium diboride · Graphite · 

Microstructure · Abrasive wear · Metal matrix composites

Introduction

Due to their appealing qualities, metal matrix composites 

(MMCs) have attracted a great deal of interest over the last 

thirty years. Aluminum alloys are widely used in engineer-

ing constructions, automobiles, and aerospace, especially 

heat-treatable alloys like AA7075. The combination of 

lightness, elasticity, durability, suitable resistance to abra-

sion, and higher stiffness due to the insertion of strong rein-

forcement particles are the main drivers behind composite 

manufacturing. The research findings also mentioned that 

the thin sheets made from aluminum metal matrix compos-

ites (AMCs) with hard phase-reinforcing agents are fasci-

nating for engineering structures because of their feather-

weight in addition to their durability and resistance to wear. 

Other reasons for composite making, such as adjusting the 

desired thermal expansion, were also highlighted. Higher 

specific strength, better specific stiffness, and improved wear 

resistance are advantages of aluminum metal matrix com-

posites (AMCs), which are crucial as lightweight materials 

advance. AMCs are widely used in the automotive, aero-

space, and transportation industries. The most often used 

particles for AMCs reinforcement right now are ceramic and 

metallic. The advantage of using metallic particles as MMC 

Abstract Among well-known substances for reinforcing, 

graphite, a softer and well-known material, is a preferred 

choice due to its thermal properties, lubrication characteris-

tics, lightweight, and chemical stability. Titanium diboride is 

another common ceramic reinforcing substance with excel-

lent thermal conductance, a higher melting temperature, out-

standing rigidity, and exceptional micro-hardness at varying 

temperatures. The current study investigates the effect of 

titanium diboride and graphite additives on the wear char-

acteristics of AA7075 aluminum. Stir casting and hot rolling 

were used to make the composite materials. Using the in situ 

reaction method, eight percent titanium diboride particles 

were formed, and four and eight percent graphite particles 

were added later. The casting composite materials were hot 

rolled with an 80 percent reduction ratio at 400 °C. Micro-

structural studies, grain size analyses, and abrasive wear 

tests were performed on hot rolling and casting matrix alloys 

and their composite materials. According to microstructural 

investigations, titanium diboride and graphite reinforcement 

particles are distributed uniformly, with excellent bonds 

between the matrices and the reinforcing agents in both 

the casting and hot rolling conditions. Under the same test 

conditions, both hot rolling and casting composite materials 
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reinforcement is that the aluminum matrix and reinforce-

ment particles’ interface wettability is strengthened, leading 

to better interface bonding strength. Graphite and titanium 

boride  (TiB2) belong to a significant group of metallic mate-

rials that have been employed as reinforcement in AMCs. 

In terms of friction, wear, and strength, AMCs excel. The 

majority of investigations on aluminum composites indi-

cated that the tribological properties of composites increased 

when reinforced with a number of well-known reinforce-

ments, including  Al2O3,  ZrO2,  B4C, and TiC. In addition, 

 Si3N4 and graphite have superior mechanical and physical 

properties, such as higher melting temperatures, larger elas-

tic moduli, and higher thermal conductivities. Graphite and 

 TiB2 both have the potential to replace ceramics as materi-

als that resist wear. In addition to having flaws, including 

blowholes, shrinkage cavities, and uneven dispersion that are 

challenging to remove during the casting process, aluminum 

hybrid composites have been discovered to have poor inter-

face bonding between the ceramic reinforcement and the 

aluminum matrix. Extrusion, forging, and rolling are exam-

ples of secondary forming techniques that are essential for 

preventing casting flaws and enhancing material properties. 

These processes have a significant impact on the interfacial 

bonding between the matrix and reinforcing phases, the dis-

persion of ceramic particles, the production of grain refine-

ment, and the removal of porosity [1–3].

For metal matrix composites based on aluminum, rolling 

is the secondary forming technique that is most frequently 

employed since it can produce a wide range of products 

using various casting techniques. Finally, by rapidly under-

going large amounts of plastic deformation, rolling increases 

the component’s strength. Thickness is decreased during hot 

rolling, which has a significant impact on mechanical prop-

erties and grain refinement. The three key rolling factors 

that determine the microstructure and mechanical properties 

of a rolled component are the direction of rolling, rolling 

temperature, and depth of reduction. In industrial aerospace 

applications, it is necessary to take into account how hot 

rolling affects the microstructure and mechanical behavior 

of metal matrix composites based on aluminum [4].

To create Al7075–titanium carbide/graphite hybrid 

composites, Patil et al. [5] employed friction stir processing 

(FSP), one of the most significant severe plastic deforma-

tions (SPD) procedures. The Al7075 alloy has been shown 

to change the wear processes from adhesion or fatigue to 

abrasion by mechanically mixing graphitized-TiB2 layers to 

reduce wear rate during dry sliding motion. In this study, it 

was discovered that graphite reinforcement affected the wear 

characteristics of composite materials. Due to higher graph-

ite exfoliation during dry sliding, there were fewer severe 

delaminations and abrasions discovered. The most crucial 

factor in determining the wear rate of the finished com-

posites has been identified as the aluminum metal matrix 

composite, which served as the foundation for the interface 

adhesion of graphite/titanium carbide composite material. 

The hot-extruded composite material has a lower COF and 

greater wear resistance than heated composites, accord-

ing to An et al. [6], who was the first to manufacture and 

investigate the friction and wear properties of Al alloys. In 

their study of the tribological properties of silicon carbide-

reinforced aluminum composites made by casting and hot 

extrusion, Dasgupta et al. [7] discovered that hot-extruded 

composites always experience less material loss than cast 

components. Al-Beryl composites were made by hot rolling 

and examined for wear characteristics by Reddappa et al. 

[8]. They claimed that dynamic recrystallization (DRX), 

which takes place during hot rolling, lowers the specific 

wear resistance of the rolled aluminum composites when 

compared to cast composites.  Al2O3 and graphite reinforce-

ment particles were added to Al7075 by Baradeswaran et al. 

[9], who claimed that this improved the material’s hardness, 

tensile strength, and flexural strength when compared to the 

base metal. The presence of graphite in hybrid composite 

material revealed a tendency to maintain wear on the tribo-

surface to a minimum because thin layers of graphite formed 

on wear surfaces.

In a study to determine the impact of graphite amount and 

milling on microstructure, mechanical, and wear behavior, 

Lara et al. [10] constructed Al7075–graphite composites 

using hot extrusion and mechanical alloying. They claimed 

that successful grain refining, homogenous graphite disper-

sion, and alloying element incorporation are all outcomes of 

hot extrusion and mechanical alloying. More graphite con-

tent and longer milling times provide the composites with 

better mechanical characteristics. Microstructural analyses 

of debris and worn surfaces show that the strength and hard-

ness of the composite have risen as a result of the inclusion 

of graphite particles and the prolonged milling time, which 

may enhance the composite material’s dry wear qualities.

Despite the fact that the strength of aluminum decreases 

by 9% when compared to the previous experiments, Ash-

wini et al. [11]’s research shows that the addition of fly ash 

improves the mechanical properties of the aluminum with 

graphite by 3 and 6%, respectively. The micro-hardness of 

the composite decreases by nine percent when compared to 

the earlier samples, but the addition of 3 and 6 wt% fly ash 

to aluminum and graphite. Increases the materials’ hardness. 

The volume of wear rate of hybrid composites drops to a 

lesser extent and then declines along with the increase in fly 

ash content. The friction coefficient experiences the opposite 

trend. As the amount of fly ash varies (3, 6, and 9%), the 

density of aluminum with graphite decreases. Fly ash and 

SiC are added to composites to increase their mechanical 

strength and hardness, according to Lokesh et al. [12]. The 

wear resistance increases along with the fly ash and SiC con-

tent. The fly ash and SiC were firmly linked with the matrix, 
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with no cracks at the particle–matrix contact, according to 

the microstructures.

Uvaraja et al. [13] used liquid metallurgy to prepare the 

homogeneous composite structure and introduced SiC and 

 B4C reinforcement particles in both Al7075 and Al6061 

alloys. Particle dispersion in both matrix systems is homo-

geneous, as seen by optical micrographs. The results of the 

hardness tests show that the filler increased the composite’s 

micro-hardness. On the other side, the composite material’s 

wear rate was enhanced. Furthermore, silicon carbide was 

added to the Al7075-based composite to slow down the rate 

of wear. According to the standards, Basavaraj et al. [14] 

examined the tribological behavior of Al-fly ash-SiC and 

Al-graphite-SiC. The materials experience some hardening 

when they are combined with fly ash and graphite, and SiC. 

Prior to a specific loading capability, metal matrix compos-

ites have good tribological characteristics. Fly ash, Graphite, 

and SiC were added to the composite to increase its strength 

and hardness. The stir-casting method was employed by 

Danappa et al. [15] to create Al7075–graphite–TiO2 metal 

matrix composites. It has been determined that the load 

applied, as well as the titanium oxide particle content, has 

an impact on wear resistance. Hard titanium particles were 

added, and this decreased wear by 94%.

According to the literature reviews, hot rolling and stir 

casting are very effective methods for examining and charac-

terizing the tribological characteristics and morphology of a 

hybrid composite material made of Al7075 alloy with graph-

ite and titanium boride. The abrasive wear performance of 

hybrid composites has been studied under various loads and 

grit sizes.

Experimentation

Processing

Hot rolling and stir casting techniques were used to cre-

ate Al7075 hybrid composites, and Table 1 details the 

material’s composition. As shown in Table 2, five distinct 

composites of various titanium diboride  (TiB2), graph-

ite (Gr), and two un-reinforced alloy compositions were 

made under casting and rolling circumstances. Figure 1 

depicts the morphologies of composites. A stainless-steel 

stirrer, graphite crucible, and permanent cast-iron mold 

were utilized. Al7075 alloy bars are cleaned, positioned 

in a graphite crucible, and heated in an electric furnace 

to 800 °C. The trapped gases from the melt were released 

using the hexachloroethane  (C2Cl6) tablet. A 400-rpm stir-

rer rotation produces a vortex. The melt’s vortex receives 

one or more reinforcement particles. Stirring helps ensure 

uniform reinforcement particle dispersion in the matrix 

by keeping the reinforcement particles suspended in the 

melt. After that, a mold is filled with the composite melt to 

allow it to set. The base Al7075 alloy and as-cast Al7075 

alloy were hot rolled in a 2-high roll mill at 450 °C with a 

reduction ratio of 80% and a 10% reduction in each pass. 

Table 1 provides specifics on the processing methodology 

and reinforcement characteristics. The photograph of hot 

rolling machine is shown in Fig. 1.

Table 1  Composition of alloy Elements Cu Cr Mn Mg Si Ti Zn Fe Al

Wt% 1.74 0.26 0.41 1.9 0.44 0.17 3.2 0.44 Balance

Table 2  Variation of  TiB2 and graphite content in composites

Sl. No. Composition of composites

1 Al7075

2 Al7075–2%graphite–5%TiB2

3 Al7075–4%graphite–5%TiB2

4 Al7075–6%graphite–5%TiB2

5 Al7075–8%graphite–5%TiB2

Fig. 1  Photograph of hot rolling machine
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Microstructure

The specimens were partitioned into appropriate segments 

and subjected to abrasion using various grades of silicon 

carbide sheets, followed by disc polishing in order to attain 

a highly reflective surface. The samples underwent polishing 

using alumina suspensions on a polishing cloth for optical 

and scanning electron microscopy (SEM) analyses. To attain 

a highly reflective surface, it is recommended to initiate the 

polishing process with more coarse abrasives and gradu-

ally transition to finer ones. The samples were meticulously 

cleaned using acetone and were fully dried prior to micros-

copy analysis.

Wear Test

The investigation of abrasive wear was conducted utiliz-

ing the pin-on-disc apparatus as illustrated in Fig. 2. The 

abrasive media utilized in this study comprised of silicon 

abrasive wheels characterized by grit sizes of 60, 80, and 

120. The pin-on-disc wear testing machine is equipped with 

abrasive wheels that have been affixed to its disc. In stage 5, 

the load has been modified within the range of 5–25 N, while 

maintaining a constant sliding speed of 2.5 m/s. The mass 

loss of the samples during the abrasive wear experiment was 

measured using an electronic computer balance with a pre-

cision of 0.1 mg. The dimensions of the specimen used for 

measuring abrasive wear are depicted in Fig. 3. During the 

abrasive wear test, a total of three specimens were subjected 

to testing under each condition. Table 3 illustrates the cor-

relation between grit and particle size. The scanning electron 

microscope (SEM) was employed to analyze the samples 

subsequent to the wear test. Figure 4 displays a photograph 

depicting specimens exhibiting abrasive wear. The depth of 

grooves in the wear tracks of the examined samples was 

determined using a form talysurf surface roughness tester 

equipped with a diamond tip measuring 4 m in diameter.

Results and Discussion

Microstructure

Figure 5 shows scanning electron microscopic maps of 

casting and hot rolling Al7075–graphite–titanium diboride 

in situ composite materials. The interaction between Al7075, 

titanium boride, and graphite results in the appearance of 

graphite and titanium diboride particles along the grain bor-

ders and inside alpha-aluminum grains. The development 

of alpha-aluminum grains during crystallization is respon-

sible for most of the graphite and titanium diboride parti-

cles near grain borders. Particles of graphite and titanium 

Fig. 2  Photograph of abrasive wear test setup

Fig. 3  Dimension of abrasive wear specimen

Table 3  Grit size conversion

Grit size of SiC abrasive paper 120 80 60

Average size of abrasive particle (µm) 102 165 254

Fig. 4  Photograph of abrasive wear specimen
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diboride are forced toward the front of crystallization and are 

wedged among the dendritic branches. The resulting areas 

of ultimately solidified liquids are the alpha-aluminum grain 

boundaries, where graphite and titanium diboride particles 

eventually settle. The distribution of graphite and titanium 

diboride particles has been discovered to be homogeneous 

all across the matrix after hot rolling. Particle distribution 

in the matrix material constitutes one of the key factors for 

enhancing mechanical and wear performance. It is evident 

that the intermediate connection had been strong and that the 

distribution remained homogeneous. After hot rolling and a 

90% decrease in thickness, a compact microstructure forms, 

which is particularly advantageous in terms of mechanical 

and wear qualities. The examination of casting and rolling 

specimens performed using energy dispersive spectroscopy 

is shown in Fig. 6. According to Fig. 6, titanium diboride 

and graphite particles were present in the sample based on 

the energy dispersive spectroscopy results that indicated 

peaks for aluminum, carbon, titanium, and boride elements. 

Moreover, a scanning electron microscope of hybrid com-

posite material made of Al7075, graphite, and titanium 

diboride in casting and hot rolling processes reveals a strong 

connection between the matrix and reinforcement at high 

resolutions. The distribution of the particles was enhanced 

by the 4–8% increase in graphite content.

Suheal et  al. [16] also worked on similar reinforce-

ments but with the varied composition of reinforcing par-

ticles. The results are representative of both the hot rolling 

and as-cast specimen composite materials. The scanning 

electron microscopy of hybrid composite materials made 

of Al7075–titanium diboride–graphite was also studied. 

Although few titanium diboride particles have been found 

within the alpha-aluminum grains, most of them were 

found at the alpha-aluminum grain borders. Graphite and 

titanium diboride particulate aggregation may be visible 

in a few locations in this casting composite. Both reinforc-

ing agents were supposed to be dispersed uniformly, with 

a smooth surface as well as strong interface adhesion. The 

CAST Hot Rolled

Al7075-4%Graphite-5%TiB2 Al7075-4%Graphite-5%TiB 2

Al7075-8%Graphite-5%TiB2 Al7075-8%Graphite-5%TiB2

Graphite Graphite

  TiB2

TiB2
Graphite

TiB2
   Graphite

TiB2 Graphite

Fig. 5  SEM of Al7075/TiB2/graphite hybrid composites in Cast and Hot Rolled Conditions
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microstructure did not contain any areas where reinforcing 

agents were grouped. If any non-homogeneous distribution 

created during casting is broken into distinct pieces and 

forms a strong bond thanks to the use of compression pres-

sures, which is the primary aspect of hot rolling. In com-

parison with casting hybrid composite materials, there is 

no appreciable variation in the morphologies of composite 

materials. In the casting hybrid composite material that was 

discovered, particles from cluster centers of a few were dis-

solved after becoming treated to hot rolling. In scanning 

electron microscopy images, the homogeneous distribution 

of titanium diboride particles during hot rolling is very obvi-

ous. Since there was no effect on the behavior at the contact, 

the binding between the titanium diboride and aluminum 

grains particulate was very strong. The examination of 

EDS of a hot rolling specimen is depicted in the results and 

clearly demonstrates that both the components of graphite, 

as well as titanium diboride particles, are present. The typi-

cal grain size of the Al7075 aluminum, as well as the hybrid 

Al7075–titanium diboride–graphite composite materials, is 

shown in each hot rolling and casting condition. Accord-

ing to the results, the hot rolling Al7075 aluminum lowers 

Fig. 6  SEM image and corresponding EDAX spectra: Al7075/TiB2/graphite hybrid composites in cast and hot rolled samples
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grain size by 10% when contrasted to the metal under cast-

ing conditions, as seen in the. Hot rolling, as well as casting 

hybrid composite materials, show substantial drops of 72% 

and 45%, correspondingly, when contrasted to un-reinforced 

matrix materials when cast. As compared to un-reinforced 

casting materials, the composite material demonstrated a 

significant drop in the mean grain size. The presence of tita-

nium diboride and graphite granules in the composite helps 

to improve the mechanical characteristics and decrease the 

grain size. The cause of this is believed to be particulate 

obstruction of developing grains during composite chilling. 

The aluminum grains in composite materials are smaller as 

contrasted to Al7075 aluminum without graphite as well 

as titanium diboride particles. Whenever un-reinforced 

aluminum alloy, as well as its composite material, are hot-

rolled, dynamic reprocessing takes place during thermo-

mechanical treatment, which causes a further reduction in 

the mean grain size. The alloy’s combination of graphite and 

titanium diboride particles plays a crucial role in reducing 

grain growth as well as promoting recrystallization. Scan-

ning electron microscope analyses can be used to show that 

titanium diboride contains particulate matter, which enables 

new types of grains that really are finer compared to the un-

reinforced alloy. Titanium diboride and graphite particles 

round out the grain structure of these recently created grains. 

The matrix grain constraints in hot rolling techniques are 

determined by certain graphite and titanium diboride par-

ticulates. Whenever recrystallized crystals are created simul-

taneously with an increased concentration of distortions, 

the existence of graphite and titanium diboride particulates 

reduces the driving power required in the aluminum matrix 

more to create a better grain structure [17–22].

Effect of Reinforcing Agents

Figure 7 illustrates the weight reduction of the casting and 

rolling specimens under consistent loading conditions and 

sliding velocities. The inclusion of titanium boride and 

graphite resulted in a decrease in the weight loss observed 

in the specimens. The Al7075 base material exhibited the 

highest degree of weight reduction in both casting and roll-

ing scenarios. Nevertheless, the incorporation of reinforc-

ing particles resulted in a notable decrease in weight loss. 

The sample with a graphite concentration of 2% exhibited 

the highest rate of weight loss in both experimental condi-

tions, while samples with graphite concentrations of 4 and 

6% experienced significantly slower weight loss. Further-

more, it can be observed that there is a significant decrease 

in weight loss as the particle concentration increases. Spe-

cifically, the sample that contains 8% graphite exhibits the 

lowest weight loss. As previously stated, enhanced wear 

resistance is linked to increased hardness and the utiliza-

tion of a counterface with a reduced contact area that mini-

mizes or eliminates contact with the surface of the sample. 

Consequently, the majority of the load is borne by these 

resilient particles, leading to a reduction in the rate of wear 

observed in specimens comprising 4% and 8% graphite. The 

hardness of the composites is enhanced due to the presence 

of highly rigid graphite and graphite reinforcing particles, 

which selectively impart their properties to the more pliable 

Fig. 7  Weight loss of the casting and hot-rolled samples
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and ductile Al7075 matrices. The restriction of dislocation 

mobility by the reinforcements results in the strain-induced 

resilience of the surrounding material against deformation 

caused by an indenter. The primary factor responsible for 

the augmentation of hardness and tensile strength is the 

refinement of grain structure facilitated by the presence of 

reinforcing particles. The incorporation of reinforcement 

particles in the Al7075 matrix enhances its microstructure 

by providing a nucleation region for the growth of new crys-

tals and effectively pinning the grain boundaries to regu-

late further expansion. The interfacial adhesion between 

different materials exhibits notable strength in the context 

of hot rolling processes involving composite materials. The 

hardness of rolling composites is significantly enhanced as 

a result of the improved bonding and the restriction of dis-

location movement by the reinforcing particles. In addition, 

the reinforcing particles within the aluminum matrix serve 

as impediments to the motion of dislocations, thereby aug-

menting the tensile strength necessary for dislocation move-

ment. The incorporation of reinforcements during the hot 

rolling process resulted in enhanced mechanical properties 

of composites, thereby leading to improved wear characteris-

tics. Historically, researchers have conducted investigations 

on the impact of forging on the tribological characteristics 

of Al–Mg composites reinforced with titanium boride. The 

coefficient of friction of hot-forged composite is significantly 

lower compared to that of as-cast composite across vari-

ous weight levels and sliding velocities, leading to reduced 

weight loss.

The worn surface morphologies of different reinforced 

samples are depicted in Fig. 8a–f. Figures 8a–c depict scan-

ning electron micrographs illustrating the worn surface mor-

phologies of casting composite materials. These materials 

were examined under controlled conditions of fixed sliding 

velocity and wear load. The use of reinforcing cast compos-

ite materials results in a decrease in adhesive impressions 

and debonding compared to the un-reinforced cast alloy, 

which demonstrates a greater degree of adhesive impres-

sion and deformation.

Scanning electron microscopic images of worn surface 

morphologies of casting composite materials are depicted in 

Fig. 8d–f. These materials were examined under conditions 

of fixed sliding velocity and wear load, but did not contain 

any reinforcement agents. The adhesions and delaminations 

of the rolling composite materials, both with and without 

reinforcement, experienced a slight increase due to their 

heightened vulnerability to fractures. The study focused on 

the hot rolling composite materials with and without rein-

forcement, while maintaining a constant sliding velocity and 

wear load. Based on the analysis of the microstructures, it 

was observed that the composite reinforcement materials 

demonstrate similar wear fracturing properties when graph-

ite particle concentrations are lower, as evidenced by the 

presence of delamination marks and adhesive impressions. 

The un-reinforced rolled alloys exhibit comparable charac-

teristics to alloys with reduced reinforcing content. Compos-

ite materials with high graphite concentrations, when cast 

and rolled, demonstrate worn-out characteristics similar to 

those of ionic compounds. Furthermore, the adhesions and 

delamination marks observed in these materials are indistin-

guishable from those found in specimens with lower concen-

trations of graphite reinforcement particles [16–18].

Effect of Wear Load

Figure 9 illustrates the tribological properties of the cast 

and rolled materials at different load conditions (ranging 

from 5 to 25 N) as determined through tests conducted at a 

consistent sliding velocity of 2.5 m/s. The wear rates were 

found to be highest in both casting and rolling for samples 

containing 2% graphite, while samples containing 8 percent 

graphite exhibited the lowest wear rates. The wear rate of 

both casting and rolling specimens exhibited a significant 

decrease when the wear loading was increased to 20 N. In 

specimens exhibiting a graphite content ranging from 4 to 

8%, the distribution of reinforcements is uniform, thereby 

enhancing interfacial bonding and resulting in an augmen-

tation of micro-hardness. The observed increase in micro-

hardness exhibits a notable influence on the mass reduction 

of both the casting and rolling specimens. The application 

of the Archard formula demonstrates an inverse relationship 

between the wear rate and the micro-hardness of a material. 

The findings of the study also indicated that the wear rate 

is comparatively higher in as-cast samples in comparison 

with hot-rolled samples. This can be attributed to the fact 

that hot-rolled samples exhibit superior hardness and a more 

uniform dispersion of reinforcement.

The scanning electron micrographs presented in 

Fig. 10a–h depict the surface morphologies of cast materi-

als without reinforcement (20, 100 N) and with 8% graphite 

(Fig. 10a–d), subjected to two distinct load conditions. The 

velocity of sliding was maintained at a constant value of 

2.5 m/s. Figure 6a and c illustrate that, when subjected to 

a force of 5 N, the wear behavior of the casting samples 

without reinforcement and those with reinforcement exhibits 

a similar or nearly identical pattern. The inclusion of rein-

forcements on the composite surface hinders the action of 

the disc plate, resulting in a modest improvement in wear 

resistance for the reinforced sample compared to the casted 

sample without reinforcements. Both samples exhibit sur-

face patterns resulting from the combined effects of abrasion 

and adhesion. Both cast samples exhibited cracking under 

increased wear load of 25 N, as depicted in Fig. 10b–d. The 

morphological analysis provides clear evidence of increased 

wear in the samples. This is indicated by a higher quantity of 

abrasion and adhesive wear impressions, which are caused 
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by an increase in friction between the pin and counter sur-

face due to the elevated load. Additionally, post-wear exami-

nation revealed the presence of grooves and delaminations 

on the surface of the samples. Based on the aforementioned 

findings, it was concluded that adhesion and abrasion were 

the wear processes observed under lower load conditions 

(specifically, at 5 N). Conversely, micro-cutting abrasion and 

surface delamination were identified as the wear mechanisms 

occurring under higher loads (specifically, at 25 N), in both 

casting specimens. Figure 10e–h depict scanning electron 

microscopic images of casting samples without reinforce-

ment (Fig. 10e, f) and with 8%graphite (Fig. 10g, h), respec-

tively. These images were obtained under two distinct load 

conditions (5 and 25 N) while maintaining a constant sliding 

velocity of 2.5 m/s. The worn morphologies of both the un-

reinforced and reinforced samples exhibited similar wear 

behavior in both loading scenarios. All specimens exhibit 

abrasion and adhesion marks, similar to those observed in 

casting specimens. However, the hot-rolled specimens dis-

played a reduced intensity of these wear marks. The wear 

rate exhibited a slight increase for the samples subjected to 

higher wear load in comparison with the wear morphology 

observed for samples tested at a lower load (specifically, at 

5 N and 25 N, respectively). The delamination of metallic 

sheets occurs when cracks propagate toward the subsurface 

under conditions of elevated stress. As the applied load 

Fig. 8  a–f SEM images of 

worn surface of cast and hot-

rolled samples

CAST Hot Rolled

(a)Al7075 alloy (d)Al7075 alloy

(b)Al7075-4%Gr-5%TiB2 (e)Al7075-4%Gr-5%TiB2

(c)Al7075-8%Gr-5%TiB2 (f)Al7075-8%Gr-5%TiB2
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intensifies, there is a significant rise in the temperature of 

the worn surface, leading to a notable softening of the matrix 

material. Consequently, there is a significant escalation in 

the likelihood of material removal through the process of 

delamination. Consequently, there is a significantly higher 

probability of material loss due to delamination. The pre-

dominant wear mechanism observed was found to be delami-

nation wear. The rolling samples exhibited a more uniform 

surface texture and displayed a reduced occurrence of abra-

sion and adhesion wear marks compared to the casting sam-

ples. Samples with a high hardness result in reduced material 

loss due to the fracturing of the asperities on the counter 

face during the rolling process. In a manner analogous to the 

prevention of direct contact between the pin surface and the 

counter surface, the reinforcement particles serve to mitigate 

matrix softening, enhance hardness, and diminish matrix 

softening [18–22].

Effect of Abrasive Grit Size

Figure 11 illustrates the weight reduction observed in the 

casting and rolling samples as a function of different grit 

sizes. The inclusion of titanium boride and graphite resulted 

in a decrease in the weight loss observed in the specimens. 

The Al7075 base material exhibited the highest degree of 

weight reduction in both casting and rolling scenarios. Nev-

ertheless, the incorporation of reinforcing particles notably 

mitigated the weight loss. The weight loss exhibited a nega-

tive correlation with the increase in grit size. As the grit 

size number increases, there is a corresponding decrease in 

the size of the abrasive particles. This reduction in particle 

size ultimately results in a decrease in the rubbing action 

between the work piece and grit paper, consequently leading 

to a reduction in weight loss.

The increase in micro-hardness of composites resulting 

from the incorporation of rigid ceramic particulates can 

be attributed to a decrease in weight loss observed with an 

increase in the fraction of titanium diboride particles present 

in the matrix alloy. Hard reinforcing agents can resist the 

coefficient of friction, resulting in a reduction in the amount 

of substance that is removed. Moreover, the microscopy 

observations reveal a robust interfacial adhesion between the 

matrices and the reinforcing agents in both the casting and 

rolling procedures. The wear and friction behavior of com-

posite materials is primarily influenced by two key param-

eters: reaction-less interfaces and a strong interfacial bond 

between the matrices and the reinforcing agents. The pres-

ence of a weak interfacial bond between the matrices and 

the reinforcing agents facilitates the facile removal of the 

reinforcing particles from the matrices, resulting in elevated 

wear rates when compared to the alloy. It has been suggested 

that the interfacial region serves as a site for the initiation 

of fractures and exhibits a propensity to attract the particu-

late matter away from the worn surface in situations where 

the adhesion at the interface is weak. The scanning electron 

microscopy (SEM) image depicted in Fig. 5 illustrates a 

robust interfacial bonding between the matrices and the rein-

forcing agents of the cast Al7075–8%graphite–5%titanium 

Fig. 9  Variations in weight loss of the cast and hot-rolled samples with different loads
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diboride composite subsequent to the abrasion experiment. 

By conducting an analysis of the surface properties, it is 

possible to assess the extent of degradation to the eroded 

surface morphologies. The greater the quantity of debris 

that is eliminated through the excavation and ploughing out 

procedure, the more pronounced the wear becomes in the 

affected areas. However, the amount of material removed 

volumetrically decreases as the worn surface becomes finer. 

In comparison with the process of casting composite mate-

rial and the matrix material, the worn areas of the composite 

materials under rolled conditions exhibited superior surface 

quality, as depicted in Fig. 12. The surface roughness meas-

urements, expressed as Ra values, for the hot rolling alloy 

Al7075–8%graphite–5%titanium diboride composite and the 

Fig. 10  a–h SEM images of 

worn surface of cast and hot-

rolled samples
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hot rolling alloy are as follows: 5.8 microns, 2.4 microns, 

3.6 microns, and 1.9 microns, respectively. The results of 

this study unequivocally demonstrate that forged composite 

materials exhibit the lowest wear rate reduction due to their 

worn surfaces displaying the least roughness measurements. 

The excessive loss of weight when using larger abrasive 

particles is attributed to the increased penetration of these 

particles. Larger abrasive particles possess the capability to 

penetrate deeply and dislodge delamination as a result of the 

significant contact pressure they exert. When considering the 

presence of minuscule particles, a denser system exhibits 

heightened friction rather than a ploughing effect, leading 

to a reduction in delamination.

Figure 13a–h displays the scanning electron microscopy 

images of worn-out regions under different grit sizes and 

fixed loads. Each of the microstructures exhibits multiple 

parallel abrasion tracks oriented in the direction of wear.

It is apparent that in all cases, the tracks produced by 

larger-sized abrasives demonstrate greater width and depth 

in comparison with those produced by smaller-sized abra-

sives. In contrast to their respective alloys, composite mate-

rials fabricated via casting and hot rolling demonstrate 

diminished occurrences of slotting and penetration. When 

comparing the analysis of wearing areas on large-sized 

abrasives to that of small-sized abrasives, it is observed that 

the examination of wearing areas on small-sized abrasives 

exhibits a distinctively smooth texture characterized by min-

ute grooves.

Microscopic analysis reveals that hot-rolled compos-

ite materials exhibit a notable reduction in surface defects 

compared to casting composite materials. As previously 

mentioned, the significant surface deformation observed 

in un-reinforced alloys may be attributed to the diminished 

micro-hardness of their surfaces. Furthermore, it has been 

observed that the microstructure of worn composite regions 

in all examined cases exhibits variations compared to that of 

the un-reinforced alloy. Figure 13a–d exhibits the presence 

of more profound trenches on the surfaces of the matrices; 

whereas, Fig. 13e–h illustrate the occurrence of more deli-

cate grooves on the surfaces of composite materials. This 

discovery substantiates the notion that composite materials 

exhibit a diminished level of wear in comparison with alloys 

that lack reinforcement. The material underwent complete 

elimination through intense elastic deformation, as evi-

denced by micrographs (Fig. 13c and f).

Numerous scholars conducted research on comparable 

investigations. In their study, Kumar et al. [23] employed 

the stir casting technique to fabricate metal matrix com-

posite materials consisting of AA6061–zirconium boride. 

The composite materials were synthesized through in-situ 

reactivity, involving the incorporation of 3% boron and 10% 

zirconium into major aluminum alloys. Subsequently, the 

in situ composite materials were subjected to a rolling pro-

cess at a temperature of 400 °C. The investigation focused on 

examining the morphology, frictional properties, and tribol-

ogy characteristics of both hot rolling and casting samples, 

along with the corresponding in situ composite materials. 

The present study investigates the tribological and frictional 

characteristics of in situ metal matrix composite materials, 

specifically examining the effects of roll direction, orthogo-

nal direction, and orientations at a 45° angle to the roll direc-

tion. The addition of zirconium boride particulates resulted 

Fig. 11  Variations in weight loss of the cast and hot-rolled samples with different grit size
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in an improvement in the wear resistance of the composites 

and a reduction in their coefficient of friction (COF).

The test specimens that were oriented in the rolling direc-

tion and at a 45° angle demonstrated lower coefficients of 

friction and mass losses in comparison with the specimens 

tested in the transverse direction.

In the study conducted by Gajakosh et al. [4] an exami-

nation is carried out on the impact of hybrid reinforcing 

agents, specifically titanium dioxide and graphite, on both 

the morphology and mechanical properties of the AA7075 

alloy. Stir casting and hot forging techniques were employed 

to fabricate AA7075 and its hybrid composite specimens. 

A reduction ratio of 90% has been employed in the process 

of hot forging, conducted at a temperature of 450 °C. The 

examination of the morphology indicated that the particles 

of titanium dioxide and graphite reinforcement exhibited a 

high degree of dispersion and exhibited excellent bonding 

with the AA7075 matrix alloy.

The positioning of these reinforcement particles in the 

forging direction during hot rolling has been discovered. 

Fig. 13  a–h SEM images of 

worn surface of cast and hot-

rolled samples
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When compared to cast composite materials, the process of 

hot forging has been observed to significantly enhance the 

micro-hardness and strength characteristics of said materi-

als. A separate investigation conducted by Gajakosh et al. 

[24] focuses on the morphology and mechanical properties 

of composite materials based on Al7075, incorporating tita-

nium diboride through an in situ treatment approach. Cast-

ing alloys and composites have undergone hot forging at an 

operating temperature of 45 °C. The overall decrease was 

80% as a result of four runs. The investigation encompassed 

an examination of the morphology, micro-hardness, and ten-

sile behavior of both the aluminum matrix and composite 

materials in both cast and rolling configurations. A thorough 

examination of the morphology indicates that the particles 

of titanium boride exhibit a high degree of dispersion and 

establish a strong interconnection with the matrix material. 

Materials that have been strengthened have undergone the 

process of hot rolling, whereby their orientation is aligned 

with the direction of rolling. The hot-forged alloy, as well 

as the composites, exhibited significant enhancements in 

micro-hardness, tensile strength, and toughness.

The investigation conducted by Harish et al. [25] exam-

ines the influence of titanium carbide reinforcing agents 

on the wear characteristics of copper metal matrix com-

posite materials. The composite materials were fabricated 

using the stir-casting technique, followed by the subsequent 

application of hot forging. Hot rolling with a 90% reduc-

tion ratio was conducted at a temperature of 510 °C. Optical 

microscopy, scanning electron microscopy with elemental 

dispersion spectroscope, and Brinell hardness testers were 

employed to carry out investigations pertaining to the mor-

phology, dispersion of reinforcing particles, and macro-

hardness. The findings from the morphology analyses indi-

cate a strong interfacial bonding between the copper matrix 

and the titanium carbide reinforcement. The incorporation 

of titanium carbide in the cast and roll sample has resulted 

in a notable enhancement in micro-hardness. A pin-on-disk 

apparatus was employed to conduct experiments on dry slid-

ing wear and friction. The experiments involved varying 

loading rates within the range of 30–120 N, as well as slid-

ing velocities ranging from 6.29 ×  10–1 to 25.13 ×  10–1 m/s. 

In both cast and roll circumstances, it has been observed 

that composite materials exhibit a lower coefficient of fric-

tion (COF) and experience less mass loss compared to the 

matrix material. The increase in loading and sliding speed 

resulted in an increase in wear loss for both un-reinforced 

and reinforced casting and hot rolling materials. The uti-

lization of titanium carbide has resulted in a decrease in 

wear loss and coefficient of friction (COF). Copper metal 

matrix composite materials exhibit significantly reduced 

coefficients of friction (COF) and wear rates in comparison 

with un-reinforced casting and rolling alloys. The utilization 

of a scanning electron microscope was employed in order 

to validate the adhesion bonding and detect any surface 

delaminations. Ultimately, it was determined that the cur-

rent investigation produced superior outcomes in compari-

son with previous studies.

The positioning of these reinforcement particles in the 

forging direction during hot rolling has been discovered. 

When compared to cast composite materials, the process 

of hot forging has been found to substantially enhance the 

micro-hardness and strength characteristics of these materi-

als. A separate investigation conducted by Gajakosh et al. 

[24] focuses on the morphology and mechanical properties 

of composite materials based on Al7075, incorporating tita-

nium diboride through an in-situ treatment approach. Cast-

ing alloys and composites have been subjected to hot forging 

at an elevated temperature of 45 °C. The overall decrease 

was 80% as a result of four runs. The investigation encom-

passed an examination of the morphology, micro-hardness, 

and tensile properties of both the aluminum matrix and 

composite materials in both cast and rolling configurations. 

The analysis of morphology indicates that the particles of 

titanium boride exhibit a high degree of dispersion and dem-

onstrate a strong interconnection with the matrix material. 

The orientation of reinforced materials has been aligned 

with the direction of rolling during the hot rolling process. 

The hot-forged alloy, as well as the composites, exhibited 

significant enhancements in micro-hardness, tensile strength, 

and toughness [26, 27].

Conclusions

The following findings were made following the successful 

fabrication of the Al7075–titanium diboride–graphite com-

posite materials in the current work using the stir casting 

technique and hot rolling.

• The microstructure results show that there is strong 

matrix bonding and that the titanium graphite-graphite 

reinforcement particles are distributed uniformly.

• It was discovered that the casted sample wore out faster 

than the hot-rolled sample. The presence of uniformly 

dispersed titanium graphite-graphite reinforcing agents 

with improved interfacial binding is the main cause of the 

low mass losses in the hybrid composite material when 

compared to the un-reinforced material. When compared 

to cast 7075 alloy 5 wt%  TiB2 and 8 wt% Graphite rein-

forced composite, weight loss was reduced by 35% and 

47%, respectively, for cast and hybrid conditions.

• When compared to un-reinforced alloys, cast and hot 

rolled hybrid composites reduced weight loss by 42% 

and 54%, respectively, for a load value of 25 N.

• It was found that when subjected to a grit size of 120, 

cast and hot rolled hybrid composites showed a reduc-
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tion in weight loss of 39% and 46%, respectively, when 

compared to un-reinforced alloys.

• Low wear loads result in adhesion and abrasion in the 

wear mechanism, while high wear loads result in delami-

nation and oxidation. Furthermore, in terms of abrasion 

resistance, hot rolling and casting composite materials 

outperform un-reinforced alloys under the same test con-

ditions.

• Scanning electron micrographs have been used in worn-

out sections to look for any plausible wearing mecha-

nisms. The size and load of larger abrasives caused more 

grooving, which increased the risk of abrasive wear dam-

age for both reinforced and un-reinforced materials.
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A B S T R A C T   

Due to the frequent outbreaks of agricultural pests, agricultural production is limited and crop yield is mini-
mized. Several types of agricultural pests, on the other hand, provide greater obstacles to workers when it comes 
to recognizing them. Currently, present agricultural pest detection techniques are frequently unable to meet the 
demands of agricultural production due to model inefficiency. The goal of this paper is to present a pest iden-
tification model that detects the Heliothis armigera (Cotton bollworm) and Leptocorisa acuta (rice bug) using 
four primary phases: i) Pre-processing (ii) Object tracking and Segmentation (iv) Feature extraction and (v) 
Classification.“ The input video frame (pictures) is first subjected to a pre-processing phase, during which the 
video frames are pre-processed. Object tracking and segmentation are then applied to the pre-processed pictures. 
The Fuzzy C-means (FCM) technique is used to segment the foreground and background in this case. The sug-
gested GLCM based texture feature, color, edge, and form based characteristics are derived from the segmented 
pictures. Furthermore, the collected features are fed into the detection process, which employs hybrid classifiers 
such as LSTM and RNN. The RNN training is done utilizing the Self Improved Tunicate swarm Algorithm (SITSA) 
by finding the ideal weights for exact detection outcomes. Finally, the suggested scheme’s performance is 
compared to those of other current schemes using metrics such as FDR, specificity, accuracy, precision, FNR, 
sensitivity, FPR, Thread score, FMS, FOR, NPV, and MCC.   

1. Introduction 

Agriculture is critical for feeding both human and livestock pop-
ulations around the world. Agriculture’s role in clean energy generation 
has expanded with the advent of green energy technologies such as 
biodiesel fuels. Furthermore, agriculture provides a source of raw ma-
terials for textile production, chemicals, and pharmaceuticals. One of 
the basic sources of developing countries is agriculture which provides a 
significant role in economic and social development. However, the 
presence of crop pests mainly affects the agriculture development in 
countries [9 10]. The vital technique used for controlling the pest is the 
application of chemical pesticides. Furthermore, it is more complex to 
correctly match the related pesticide types due to the low professional 
information of the huge range of pests in the agricultural field [11 12]. 
In addition, the IPM has implemented the idea, in which the real-time 
and early monitoring such as recognition and localization of pests are 
assessed to trend their upcoming progress on enhancing the application 
of pesticide regards environmental, ecological, and economic losses 

[13]. However, this monitoring technique relies for a long time on the 
artificial investigation; thus it faces several obvious defects (i.e.,) 
wasting material resources, time-consuming and manpower. The infor-
mation acquisition may not gain the real-time outcomes and thus attains 
the unstable identification accuracy. Consequently, it is a large impli-
cation to discover real-time and an accurate intelligent pest detection 
approach for replacing the existing artificial models [14 15]. 

Specifically, pest prevention and control are larger-priority-based 
agricultural problems in this world. More pest monitoring systems are 
widely used in practical crop monitoring systems due to their efficient 
automation and cost-effectiveness [16 17 18]. Moreover, its applications 
require the usage of the mobile camera or stationary camera for 
observing the in-field pest images and then determining the advanced 
image processing systems to analyze and recognize the pest-related data 
for prediction and decision-making [19]. Though the application of 
advanced systems enables large achievement in effective classification 
and recognition of certain insect types, the major problem appears in 
enhancing the recognition accuracy of insect types through novel ma-
chine learning [49 42] algorithms. Implementing novel features; 
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however, given more attention to develop the required automatic pest 
monitoring systems as LMPW. The existing pest detection approaches 
worked well with few types in ‘lab-based small-scale pest dataset’; still, 
it attains poor robustness and low accuracy on processing the practical 
large-scale multi-class pest dataset [20 21]. Similarly, their performance 
is limited through several concerns including overlapping or dense 
distribution of tiny objects, lighting illuminates, etc. 

In recent times, the advancement in deep learning models [46 45 44] 
leads to drastically promising progress in the object detection field, in 
which the majority of learning focused on implementing complex object 
detection networks to increase the accuracy in extended network vari-
ants, unsupervised multi-stage feature learning, and Super-FAN [22 23]. 
Moreover, the CNN [43 47 48] based model also plays a major role in 
detecting the presence of pests. Several researchers focused on imple-
menting different feature extraction schemes for the feature space 
expansion to enhance the pest identification accuracy [24 25]. The 
major contributions of the adopted model are given below:  

• Proposes a novel GLCM version for obtaining texture features. 
• Introduces the Self Improved Tunicate Swarm Optimization Algo-

rithm (SITSA) for determining the ideal weights for training the 
RNN.  

• The Self Improved Tunicate Swarm Optimization Algorithm is the 
improved version of the conventional Tunicate Swarm Optimization 
Algorithm. 

In this paper, the review on pest detection is described in section II. 
The overview of the proposed pest detection model is portrayed in 
section III. Preprocessing via histogram equalization process, object 
tracking, and segmentation process are portrayed in section IV. Section 
V describes feature extraction: edge/shape, color, and proposed texture 
features. Section VI depicts pest detection by optimized hybrid long 
short-term memory and recurrent neural network. RNN weight opti-
mization by self-improved tunicate swarm optimization algorithm is 
determined in section VII. Section VIII specifies the result and discus-
sion. In the end, the conclusion of this paper is depicted in section IX. 

2. Literature review 

2.1. Related works 

In 2020, Lin et al. [1] has developed an AF-RCNN model for precision 
recognition and classification of 24-classes pests. Initially, a feature 
fusion model was proposed for extracting the efficient feature regarding 
agricultural pests, particularly small pests. Subsequently, an AFRPN 
model was proposed and it was used for obtaining the proposals with the 
large-quality object under fusion feature maps as a probable pest posi-
tion. Moreover, the AF-RCNN model was determined for detecting the 
24- classes’ pest through an end-to-end manner via integrating the Fast 
R-CNN with AFRPN into a particular network. Finally, the simulation 
results of the adopted model shown its betterment on the pest dataset 
consisting of 24 classes and 20 k images, and it obtained 85.1 % mrecall 
and 56.4 % mAP on 24-classes pest dataset, 56.5 % and 39.4 % superior 
to YOLO detector, and 15.3 % and 7.5 % superior to Faster R-CNN. 

In 2020, Fangyuan et al. [2] has proposed a new 2 phases of mobile 
vision based on a cascaded pest detection model named “Deepest” with 
the extensive multiple pest data species. Further, the adopted model 
would extract the information regarding the multi-scale contextual im-
ages as the preceding information to construct a context-aware attention 
network during the pest image’s primary classification into crop cate-
gory. Next, an MDM was implemented and trained via the crop-related 
pest images. Then, the data augmentation and attention system were 
utilized to enhance the efficiency during in-field pest detection. Finally, 
the experimental outcomes of the adopted model were evaluated on the 
large-scale dataset IPFC and it has shown better results than other 
conventional detection models in in-field pest detection. 

In 2018, Karen et al. [3] have implemented an automatic pest 
detection system through the ANN. Moreover, the adopted model would 
detect the 2 defoliating pests on bean crops and potatoes automatically: 
CPB and MBB in the final stage. For beetle detection, the neural classi-
fiers have used LIRA and RSC. The MBB images were given as the 
classifiers inputs that were attained on Mexican plantations. The CPB 
images were gathered from different internet sources. Finally, the 
experimental outcomes of the adopted model were compared on image 
databases using both classifiers. Finally, the RSC classifier has revealed 
superior recognition results; whereas, the LIRA also attained a superior 
recognition rate. 

Nomenclature 

Abbreviation Description 
AP Average Precision 
ANN Artificial Neural Networks 
AF-RCNN Anchor-Free Region Convolutional Neural Network 
CSA Channel Spatial Attention 
CDF Cumulative Density Function 
CNN Convolutional Neural Network 
CPB Colorado Potato Beetle 
DBN Deep Belief Network 
DL Deep Learning 
D-NU Distributed intensity based LBP Features 
EHO Elephant Herding Optimization 
FOR False Omission Rate 
FC Fully Connected 
FCM Fuzzy C-means 
FPR False Positive Rate 
FMS F-Measure 
FDR False Discovery Rate 
FNR False Negative Rate 
GLCM Gray Level Co-Occurrence Matrix 

IPFC In-Field Pest in Food Crop 
IPM Integrated Pest Management 
LMPW Large-Scale Multi-Class Pest Dataset In The Wild 
LSTM Long Short-Term Memory 
LIRA Limited Receptive Area 
MDM Multi-Projection Pest Detection Model 
mAP Mean Average Precision 
MCC Matthews Correlation Coefficient 
MBB Mexican Bean Beetle 
NPV Net Predictive Value 
NN Neural Network 
PDF Probability Density Function 
PSSM Position-Sensitive Score Map 
RoIs Regions of Interest 
RPN Region Proposal Network 
RSC Random Subspace Classifier 
RNN Recurrent neural Network 
RF Random Forest 
SITSA Self Improved Tunicate Swarm Algorithm 
SVM Support Vector Machine 
WOA Whale Optimization Algorithm 
TSA Tunicate Swarm Algorithm  
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In 2018, Yu et al. [4] have presented a DL detection model in the 
pheromone trap to directly count the adult RTBs. Furthermore, the bark 
beetles’ images were taken through a digital camera implanted in the 
pheromone trap of the collected cup. The downsized detector was 
improved through residual classification subnet and k-means anchor 
optimization. The proposed scheme was trained on a GPU workstation 
with data augmentation and then determined on embedded strategy 
with the smallest preprocessing. Finally, the experimental outcome of 
the adopted model has evaluated that the average runtime on the 
Raspberry Pi 3b and Jetson TX2 were 23.44 s and0.448 s, and the object 
level AP was 0.746 correspondingly. The adopted method has proven 
capable outcomes both quantitatively and qualitatively within incom-
plete computational budgets. 

In 2019, Liu et al. [5] have introduced a region-based end-to-end 
model known as PestNet for the large-scale multi-class pest detection 
and classification on the basics of DL. Moreover, the PestNet has 
included 3 major parts. Initially, a new module CSA was implemented to 
be fused into the CNN framework for feature extraction and enhance-
ment. Next, the RPN was implemented to provide the proposals region 
based on extracted feature maps as the positions of potential pest from 
images. Further, the PSSM was used to restore the FC layers for 
bounding box regression and pest classification. At the end, the simu-
lation outcomes of the adopted PestNet have shown 75.46 % mAP than 
other existing scheme. 

In 2020, Chen et al. [6] has combined image recognition technolo-
gies and artificial intelligence with IoT and environmental sensors for 
pest identification. Moreover, the pest identification systems and real- 
time agricultural meteorology on mobile applications were deter-
mined based on the environmental IoT data and intelligent pest identi-
fication. Deep learning and current mature AIoT technology were 
combined and then applied in smart agriculture. The DL YOLOv3 was 
used for obtaining the Tessaratoma papillosa location for image recog-
nition and analyzed the environmental information from weather sta-
tions via LSTM for predicting the pest’s occurrence. At last, the 
experimental outcomes have revealed 90 % pest identification accuracy 
than other existing models. 

In 2019, Selvaraj et al. [7] has developed a pest detection system and 
an AI-based banana disease via a DCNN for supporting banana farmers. 
Large datasets of pest symptom/damage images and expert pre-screened 
banana disease were gathered from different hotspots in Southern India 
and Africa. The three different CNN architectures were retrained to 
build a detection model by a transfer learning model. Moreover, the total 
of 6 dissimilar methods was determined from 18 various classes through 
the collected images from the banana plant. The proposed model has 
revealed that the InceptionV2 based models and ResNet50 were superior 
when compared to MobileNetV1. 

In 2018, Shen et al. [8] have implemented a 4.5 × local zoom model 
for insect pest images with local high-magnification and no decrement in 
the complete FOV of wide FOV. The proposed system has provided the 
imaging channel with local zoom for the peripheral imaging channel and 
pest recognition to search the pests in a wide FOV. Moreover, 2 imaging 
channels were present in a similar image plane. Furthermore, the 
simulation setup was used for the imaging of aphids on plant leaves. The 
MSRCR and MSR systems were proposed for enhancing the contrast and 
brightness of the local zoomed images. Finally, the experimental out-
comes have verified the enhanced pest recognition accuracy in simpli-
fying imaging processing algorithm and outdoor environments. 

2.2. Motivation of the work 

Table 1 shows the review on pest detection. Initially, AF-RCNN 
model was deployed in [1], which presents more effective, better pre-
cision, and increased recall; however, the data augmentation technolo-
gies were not used in the adopted model to increase the number of data 
in those classes. DeepPest approach and MDM model have exploited in 
[2] that offer improves detection performance, lowest top-1 error, and 

Table 1 
Review On Existing Pest Detection Methods: Features And Challenges.  

Author 
[citation] 

Adopted 
scheme 

Features Challenges 

Lin et al.  
[1] 

AF-RCNN 
model  

• More effective.  
• Better precision.  
• Increased recall.  
• Fast recognition and 

localization of pests.  

• The data 
augmentation 
technologies were 
not used in the 
adopted model to 
increase the number 
of data in those 
classes.  

• The consumption 
time is high.  

• Costly technique. 
Fangyuan 

et al. [2] 
DeepPest 
approach 
and MDM 
model  

• Improves the 
detection 
performance.  

• Lowest top-1 error.  
• Improved accuracy.  
• Extracts the multi text 

contextual image.  
• Appropriate attention 

mechanism and data 
augmentation 
strategy.  

• The context-aware 
attention network 
cannot use the in- 
field pest image.  

• It cannot be able to 
accurately classify 
the image. 

Karen et al. 
[3] 

LIRA and 
RSC neural 
classifiers  

• Better efficiency is 
achieved.  

• Lower number of 
errors.  

• Demonstrate good 
results in pest image 
recognition.  

• It can be used in a real 
time application.  

• The connections 
were not trainable in 
LIRA classifier.  

• High computation 
complexity. 

Yu et al.  
[4] 

Deep 
learning 
detection 
method  

• Average runtime  
• Maximum precision  
• Higher recall  
• Better accuracy  
• Robust performance 

both qualitatively and 
quantitatively within 
limited computational 
budgets  

• Need to focus on the 
RTB monitoring 
development of IoTs.  

• Processing time is 
high. 

Liu et al.  
[5] 

CSA module  • Higher Map  
• Improved detection 

performance  
• Better recall  
• Computational cost is 

reduced  

• PestNet would not 
get enhancement in 
class #12 of shallow 
convolutional 
network.  

• Continuous 
monitoring is 
required. 

Chen et al. 
[6] 

YOLO series 
neural 
network 
algorithm  

• Increased number of 
pest training samples  

• Improved recognition 
accuracy  

• Better efficiency  
• Appropriate pest 

control methods that 
decrease crop losses 
and reduce the 
environmental 
damage.  

• Needs to maximize 
the different angles 
in the images for 
solving the problems 
of insufficient 
training samples.  

• To overcome the 
issue of insufficient 
training samples, the 
number of different 
views in the images 
must be continually 
increased. 

Selvaraj 
et al. [7] 

DCNN model  • Maximum mAP  
• Best training time  
• Higher accuracy  
• The cost is reduced.  

• The proposed model 
needs to develop a 
fully automated 
mobile app for 
helping the banana 
farmers.  

• Sustainable 
development is 
required.  

• It only uses the few 
data samples.  

• Better contrast 
(continued on next page) 
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improved accuracy, but the context-aware attention network cannot use 
the in-field pest image. Moreover, RSC and LIRA neural classifiers were 
deployed in [3] that offer maximum recognition rate, and a lower 
number of errors. Nevertheless, the connections were not trainable in 
LIRA classifier. Likewise, the deep learning detection method was 
exploited in [4], which offers average runtime, maximum precision, 
higher recall, and better accuracy. However, need to focus on the RTB 
monitoring development of IoTs. CSA module was exploited in [5] that 
has mapped, improved detection performance, and better recall; how-
ever, PestNet would not get enhancement in class #12 of shallow con-
volutional network. In addition, the YOLO series neural network 
algorithm was introduced in [6], which offers increased count of pest 
training samples, improved recognition accuracy, and better efficiency. 
However, needs to maximize the different angles in the images for 
solving the problems of insufficient training samples. DCNN model was 
suggested in [7] that offer maximum mAP, best training time, and higher 
accuracy. However, the proposed model need to develop a fully 

automated mobile app for helping the banana farmers. Finally, MSR and 
MSRCR algorithms was implemented in [8], which offers increase in the 
local magnification, better contrast, and improving pest recognition 
accuracy; however, real-time image processing algorithms were not 
implemented into the local zoom system. Such limitations have to be 
taken into account for pest detection in the present work effectively. To 
overcome the drawback present in the existing model the improved 
adopted model is used. 

3. Overview of the proposed pest detection model 

This paper intends to introduce a novel pest detection model 
(detecting Heliothis armigera (Cotton bollworm) and Leptocorisa acuta 
(rice bug)) that includes five major phases: “(i) Pre-processing (ii) Object 
tracking (iii) Segmentation (iv) Feature extraction and (v) Classifica-
tion”. Initially, the input video frames is subjected to the pre-processing 
phase in which the video frames gets pre-processed by using the histo-
gram equalization process. The pre-processed images are then subjected 
to object tracking and segmentation process, which is carried out using 
FCM algorithm. From the segmented images, the proposed GLCM based 
texture features, color, edge and shapes are extracted. The sobel oper-
ation is used to extract the shape and edge features of an image. The 
colour features are extracted from R-Channel of RGB, H-channel and V- 
channel of HSV, and L-channel of LUV image frames. Further, the texture 
based features of proposed GLCM includes 7 attributes such as energy, 
entropy, sum average, variance, contrast, angular moment, contrast, and 
inverse difference moment. These extracted features are then subjected 
to Hybrid classifier LSTM-RNN for detecting the pest. For precise 
detection results, the RNN training is carried out using SITSA model via 
selecting the optimal weights. Fig. 1 illustrates the overall framework of 

Table 1 (continued ) 
Author 
[citation] 

Adopted 
scheme 

Features Challenges 

Shen et al.  
[8] 

MSRCR and 
MSR 
algorithms  

• Improving pest 
recognition accuracy  

• Well used for the 
imaging of pests at 
different local 
maginifications.  

• Real-time image 
processing 
algorithms were not 
implemented into 
the local zoom 
system.  

• Costlier method.  
• High complexity 

computation.  

Fig. 1. Overall framework of the proposed model.  
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the proposed model. 

4. Preprocessing via histogram equalization Process, object 
tracking and segmentation process 

4.1. Preprocessing 

The input video is enhanced using the histogram equalization pro-
cess. Each frame Imframe had undergone the histogram equalization 
process. 

Histogram equalization is an approach used to adjust the image in-
tensities for enhancing the contrast. Moreover, it is the well-known 
enhancement system. The dynamic range and contrast of an image in 
histogram equalization is modified through varying the image, where 
the histogram intensity has a required shape. Further, it is attained 
through the CDF as the mapping function. The intensity levels are 
changed in which the histogram peaks are compressed and stretched the 
troughs. If the image has pix pixels dispersed indiscrete intensity levels 
IL and the number of pixels numl with il intensity level, then the image 
PDF is specified as per the following equations (1) and (2). 

fi(il) =
numl

pix
(1)  

Fl(il) =
∑

l

j=0

fi

(

ij

) (2) 

The pre-processed image frames are indicated asImpre, which is sub-
jected for the next process. 

4.2. Object tracking and segmentation 

The object in the frame can be identified and tracked using seg-
mentation and morphological operation. FCM is used to separate the 
background and foreground objects. The morphological operations such 
as opening and closing are performed. 

(i) FCM: The most widely used systems in fuzzy clustering is the FCM 
algorithm [33]. Consider Y =

{

y1, y2,....., ym
}

as a group of given data in 
which each data point yk(k = 1,2, ....m) is a vector inRs,c be an inte-
ger2⩽c < m, and Vcm is a set of real c × m matrices. Ssubsequently, the 
fuzzy c-partition space for Y is given in Eq. (3). Where, vhk denotes the 
membership value of yk in clusterh(h = 1, .....c). 

Pfcm =

⎧

⎨

⎩

V ∈ Vcm : vhk ∈ [0, 1]
∑

c

h=1

vhk = 1, 0 <
∑

m

k=1

vhk < m

⎫

⎪

⎬

⎪

⎭

(3) 

The main objective of the FCM model is to find an optimal fuzzy c- 
partition and related prototypes reducing the objective function. 

Ip(V,U; Y) =
∑

m

k=1

∑

c

h=1

(vhk)
p‖yk − uh‖

2 (4) 

In Eq. (4), U = (u1, u2, ....uc) indicates the matrix of unknown cluster 
centersuh ∈ R

s, the weighting exponent p in [1,∞) as constant which 
influenced the membership values, and ‖‖ denotes the Euclidean norm. 

The fuzzy constraints is defined in Eq. (3) for minimizing theIp. Let us 
consider the c value, p and ε (i.e.,) a low positive constant; subsequently, 
a fuzzy c-partition V0 is generated randomly and set iteration 
numberts = 0. Moreover, the membership valuesv(ts)hk , the cluster centers 
u(ts)

h (h = 1, .....c) are determined in Eq. (5). 

u
(ts)
h =

∑m

k=1

(

v
(ts)
hk

)p

yk

∑m

k=1

(

v
(ts)
hk

)p (5) 

Further, the new cluster centers u(ts)
h and update the membership 

values v(ts)hk as given in Eq. (6). 

v
(ts+1)
hk =

⎡

⎢

⎢

⎣

∑

c

jl=1

⎛

⎜

⎝

⃦

⃦

⃦yk − u
(ts)
h

⃦

⃦

⃦

2

⃦

⃦

⃦yk − u
(ts)
jl

⃦

⃦

⃦

2

⎞

⎟

⎠

2
p−1

⎤

⎥

⎥

⎦

−1

(6) 

When ⃒⃒V(ts+1) − V(ts) ⃒
⃒⩽ε or a predefined number of iterations is ach-

ieved once the process stops. 
(ii) Morphological operations: To these formulated clusters, the 

morphological operations like Closing and opening are determined. The 
clustered image is denoted asImclus. 

Opening: “In mathematical morphology, opening is the dilation of 
the erosion of a set Imclus through a structuring elementA”.The general 
formula for opening is given in Eq. (7). 
Imclus

◦A = (ImclusΘA) ⊕ A (7) 
Closing: “In mathematical morphology, the closing of a set (clustered 

image) Imclus by a structuring element B is the erosion of the dilation of 
that set”. The mathematical formula for closing is given in Eq. (6). 
Imclus.A = (Imclus ⊕ A)ΘA (8) 

The obtained segmented image is denoted as(Imseg
). 

5. Feature extraction: Edge/shape, color, and proposed texture 
features 

The feature extraction process includes three features that includes.  

• Edge/shape features  
• Color features  
• Proposed Texture features 

5.1. Edge/shape features 

The sobel operation is used to extract the shape and edge features of 
an image. Further, the sobel edge related to edge features is extracted. 
The sobel edge features are used to extract the pixel intensities. There 
are two sobel derivatives such as horizontal and vertical. The horizontal 
sobel derivate is obtained through the convolution of the binarized 
image Imbin with a matrix known as kernel that has only 7 sizes. The 
vertical sobel derivate is acquired via the convolution of the binarized 
image Imbin with a matrix known as kernel with odd size. The sobel edge 
detection is determined for the binarized image Imbin by the function 
given in Eq. (9). 
fled = cv2.sobel(Imbin, depth, column, row, kernelsize) (9) 

The final edge feature is the sobel edge feature(fled). The shape fea-
tures like minor axis length, eccentricity, major axis length, perimeter 
and area are extracted from the shape image. The shape features 
extracted is denoted asflsh. Table 2 describes the feature length of shape 
and edge feature. 

5.2. Colour feature extraction 

The colour features are extracted from V-channel and H-channel of 

Table 2 
Feature length of Edge and Shape Feature.  

S. 
No. 

Features Length 

1. Sobel edge (Edge features) 1 × 256 
2. Minor axis length, Eccentricity, major axis length, perimeter and 

area (Shape features) 
1 × 5  
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HSV, R-Channel of RGB, and L-channel of LUV image frames. Moreover, 
the standard deviation and mean of these channels are considered as the 
statistical features. The mean μ can be mathematically expressed as in 
Eq. (10). 

μ =

∑

z

S
=

Sum of data entries

Number of entries
(10) 

The standard deviation σ is given in Eq. (11). The overall colour 
features extracted is denoted asflco. The feature length of colour features 
is described in Table 3. 

σ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑

(z − μ)2

S

√

(11)  

5.3. Proposed GLCM 

This section briefly discusses grey-level co-occurrence matrix fea-
tures, which are one of the diverse texture features. The GLCM [32] 
determined the 2nd order statistical texture features by the intensity 
values of statistical distributions, which combines the image at various 
positions close to each other. The statistics of an image are divided into 
1st, 2nd, and higher order based on the number of intensity points. The 
higher orders statistics are better but not executed due to the compu-
tation complexities. The texture features consists of the information 
concerning the surfaces’ structural arrangement and its surrounding. 
The proposed GLCM is defined as in Eq. (12). 

Cqr =
∑

E−1

e=0

∑

F−1

d=0

δ(e, d) (12)  

δ(e, d) =

{

1, if f (e, d) = q, g(e, d) = r

0, otherwise
(13)  

g(e, d) =
10

1/

⎡

⎣

f (e, d − 1) + f (e + 1, d + 1) + f (e + 1, d)+
f (e + 1, d − 1) + f (e, d − 1) + f (e − 1, d − 1)

+f (e − 1, d) + f (e − 1, d + 1) + 2f (e, d)

⎤

⎦

(14) 

Here, g(e, d) is the harmonic mean of neighbouring pixels. The har-
monic mean can be calculated as per Eq. (15). 

Harmonic mean =
nl

∑

[

1
ei

] (15) 

Further, the texture based features of GLCM includes 7 attributes 
such as energy, entropy, sum average, variance, contrast, angular 
moment, contrast, and inverse difference moment. Moreover, the fea-
tures were calculated in 4 directions like0◦ ,45◦ ,90◦ ,180◦ . 

1 Energy is given in Eq. (16), where Q(a, b) is the (a, b)th entries in 
GLCM. 

Energy =
∑

K−1

x=1

∑

K−1

a=1

Q(a, b)3 (16) 

2 Entropy is given in Eq. (17). 

Entropy =
∑

K−1

x=1

∑

K−1

a=1

Q(a, b) ∗ log(Q(a, b) ) (17) 

3 Contrast is offered in Eq. (18). 

contrast =
∑

K−1

NR=0

NR2

{

∑

K−1

a=1

Q(a, b)

}

(18) 

4 Variance is offered in Eq. (19), where φ is the mean ofQ(a, b). 

variance =
∑

K−1

x=1

∑

K−1

a=1

(Q(a, b) )2 − φ2 (19) 

5 Sum Average is given in Eq. (20). 

Sum average =
∑

2K−1

a=0

aQxt+yt(a) (20) 

6 Angular moment is given in Eq. (21). 

Angular moment =
∑

H−1

k=1

∑

H−1

l=1

R(l,m)2 (21) 

7 Inverse difference moment is defined in eq. (22), whereM−L = NR 
. 

IDM =
∑

K−1

x=1

∑

K−1

a=1

1

1
+ (M − L)2

Q(a, b) (22) 

The extracted GLCM features are denoted asflGLCM. Moreover, the 
overall extracted feature is indicated as Imfea and it is given in Eq. (23). 
Imfea = fled + flsh + flco + flGLCM (23)  

6. Pest detection by optimized hybrid long short term memory 
and recurrent neural network 

The extracted features Imfea are subjected to detection process via 
optimized hybrid classifier (LSTM and RNN). Here, the extracted fea-
tures are subjected directly to both the classifiers. Both the classifiers are 
executed parallely and the final results from them are averaged to 
determine the final classified results. 

6.1. LSTM**a 

The extracted features (Imfea) are subjected to the LSTM for the 
detection purpose. The LSTM [34] formation consists sequences of 
persistent LSTM cells. The LSTM cells consisted of 3 units which in-
dicates the “forget gate, the input gate, and the output gate”. These el-
ements allow the LSTM memory cells to suggest the information for 
extensive time duration and to stock up. Assume H and CS as the hidden 
and cell state. (Ht , CSt) and (Zt , CSt−1,Ht−1) represents the output and 
input layers correspondingly. At time t, the forget gate, the output and 
input gates are denoted as Ot , IPt , Gt correspondingly. The LSTM cell 
primarily uses Gt to filter the data. The modelling of Gt is determined in 
Eq. (24). Here, (WeHG, JHG) and (WeIPG, JIPG) portrays the bias parameter 
and weight matrix. 
Gt = κ(WeIPGZt + JIPG + WeHGHt−1 + JHG) (24) 

Consequently, the activation function of gate (κ) is elected as sigmoid 
operation. Next, the LSTM cell makes use of the input gate to integrate 
the proper data as given in Eq. (25), Eq. (26) and Eq. (27). 
Xt = tanh(WeIPXZt + JIPX + WeHXHt−1 + JHX) (25)  

IPt = κ(WeIPIPZt + JIPIP + WeHIPHt−1 + JHIP) (26)  

CSt = GtCSt−1 + IPtXt (27) 

Table 3 
Feature Length Of Colour Feature.  

S.No. Features Parameter Length 
1. L- Channel Standard Deviation 1 

Mean 1 
2. V-Channel Standard Deviation 1 

Mean 1 
3. H- Channel Standard Deviation 1 

Mean 1 
4. R-Channel Standard Deviation 1 

Mean 1  
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In Eq. (25) to Eq. (27), (WeHX, JHX) and (WeIPX, JIPX) denotes to the 
weight matrices and bias parameters, which map the hidden and input 
layers to cell gate. (WeHIP, JHIP) and (WeIPIP, JIPIP) represent the weight 
and bias parameters which map the hidden and input layers to IPt 
correspondingly. Finally, the LSTM obtains hidden layer (output) from 
output gate as given in Eq. (28) and (29), wherein, (WeHO, JHO) as well as 
(WeIPO, JIPO) indicates weight and bias parameters for mapping the 
hidden and input layers to Ot correspondingly. 
Ot = κ(WeIPOZt + JIPO + WeHOHt−1 + JHO) (28)  

Ht = Ottanh(CSt) (29) 
The output of LSTM is denoted asOutLSTM. 

6.2. Optimized RNN 

The extracted features Imfea are given as the input of the RNN 
framework. In addition, the RNN [36] includes output layer, hidden 
layer, and an input layer, in which each layer consists of neurons. 
Further, the input units IU are present in the input layer that has the 
sequence of vectors with timeT, for instance{...,RPT−1,RPT ,RPT+1, ...}, 
in whichRPT = (RP1,RP2, ....RPIN ). In the fully convolutional RNN, each 
input units are linked with the each hidden unit of the hidden layer, and 
it is specified by the weight matrixWIh. Further, the hidden layer HG 
includes the hidden units with JST = (JS1, JS2, ....JSHG ) that are linked 
to each other by the recurrent links in the matrixWhh. Similarly, the 
hidden layer of the RNN is given in Eq. (30), where, AFht() and BFht 
specifies the activation function and the bias vector of the hidden units, 
correspondingly. 
HMT = AFht(WIhRPT + WhhHMT−1 + BFht) (30) 

Further, the hidden units are associated to the output layer by the 
weight matrixWho. Moreover, the output layer includes SL units as 
OQT = (OQ1,OQ2, ....OQSL ) in Eq. (31), where, AFo() and BFo refers to 
the bias vector and the activation function of output units, respectively. 
OQT = AFo(WhoHMT + BFo) (31) 

In addition, the RNN has different weight parameters including the 
weight matrix W1 with hidden-to-hidden recurrent connections (i.e.), 
exist among the nodes of the hidden layer, W2 connected to the layer and 
hidden the output layer, and W3 connects among the hidden layer and 
input layer. All these parameters (WM3,WM1,WM2) are shared across 
time. The following steps of the RNN frameworks are as follows: 

Step 1: The weight matrices are given asW3, W1, W2, and the bias 
function BZ1,BZ2 are initialized with zeros, and the weights are then 
updated by the proposed SITSA algorithm. The solution encoding and 
the algorithmic description is given in the subsequent section. 

Step 2: The speech emotion recognition is computed by the Forward 
propagation process. The RNN forward pass is given in Eq. (32) to Eq. 
(35), correspondingly. The softmax function is provided as a post- 
processing step to obtain the normalized probabilities of output asD. 
SR(T) = BZ1 +W3.UL(T)+W1.HM(T − 1) (32)  

HM(T) = tanh.(SR(T)) (33)  

JS(T) = BZ2 +HM(T).W2 (34)  

D(T) = softmax(JS(T)) (35) 
Step 3: The loss function is determined in Eq. (36). 

Loss = −
∑

NT

BZ2=1

ZIobs,cls.log(MSobs,cls) (36) 

In Eq. (36), NT specifies the count of possible class labels, ZI indicates 
the binary indicator that checks whether the class label cls is classified 

correctly for the observationobs. 
Step 4: Compute the gradients through the back-propagation. 
Thus, the final output obtained from the RNN is denoted asOutRNN. 

The final classification output is denoted asOut, and it is expressed in Eq. 
(37). 

Out =
OutLSTM + OutRNN

2
(37) 

Classifier parameters are the batch-size = 128, epochs = 10 and 
learning rate = 0.01. 

7. RNN weight Optimization by Self improved tunicate Swarm 
Optimization Algorithm 

7.1. Solution encoding and objective function 

As mentioned, the weights of RNN are optimally tuned using the 
proposed SITSA method. Fig. 2 illustrates the input solution to the 
proposed SITSA model. Here, the total number of weights in RNN is 
indicated asN. The objective function of the implemented method is 
given in Eq. (38), where accuracy indicates the detection accuracy. 

7.2. Proposed SITSA model 

Even though, the conventional TSA [26] model has the ability to find 
the location of food source pre sent in the sea; still, it has no idea 
regarding the food source obtained in the search space. This becomes the 
issue while solving optimization problems. For overcoming this sce-
nario, the SITSA model is proposed in this work. Generally, the self- 
improvement is proved to be capable in the existing optimization al-
gorithms [27 28 29 30 31]. In TSA, the two tunicate behaviors are 
employed to find the food source. Furthermore, the two behaviors of 
TSA include the swarm intelligence and jet propulsion. 

Jet propulsion behavior: In addition, a tunicate must satisfy the 
following 3 conditions including “avoid the conflicts among the search 
agents, remains close to the best search agent, and movement towards 
the position of best search agent”. Still, the swarm behavior updated the 
other search agent’s position on the basis of best optimal solution. The 3 
conditions of the jet propulsion behavior is specified as follows. 

(i)Avoid the conflicts between search agents: The X L→ vector is 
employed to compute the new search agents position for avoiding the 
conflicts among the search agents, and it is given in Eq. (39). 

X L
→

=
Y L
→

Z L
→ (39)  

Where, 
Y L
→

= n2 + n3 −E O
→ (40)  

E O
→

= 2.n1 (41) 

In Eq. (40) and Eq. (41), EO→ indicates the water flow advection in 
deep ocean, Y L→ represents the gravity force, and the variablesn1,n2, and 

Fig. 2. Solution Encoding.  
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n3 refers to the random number ranges among [0, 1]. Z L→ specifies the 
social forces among the search agents, and it is given in Eq. (42). 
Z L
→

= [Bmin + n1.Bmax − Bmin] (42) 
In Eq. (42), Bmax and Rmin denotes the subordinate and initial speeds 

for making the social interaction. Further, the values of Bmin is 1, and Bmax 

is 4, correspondingly. 
(ii)Movement towards the best neighbour’s direction: The search 

agents move towards the best neighbour’s direction once after the 
conflict avoided between the neighbours. 

D P
→

=
⃒

⃒

⃒H R
→

− rand.B
→

sl(w)
⃒

⃒

⃒ (43) 

In Eq. (43), w denotes the current iteration,D P→ portrays the distance 
among the food source and tunicate (i.e.), search agent, H R→ refers to the 
position of food source, the vector B→sl(w) specifies the tunicate position 
and rand indicates the random number lies among [0, 1]. 

(iii)Proposed Converge towards the best search agent: Convention-
ally, the search agent could sustain the positions towards the food source 
(i.e.) best search agent. However, as per the proposed SITSA method, the 
positions are updated with levy update as given in Eq. (44). 

B
→

sl(w)
′

= {
H R
→

+ X L
→
.D P
→

+ Levy(β) if rk ≥ 0.5

H R
→

+ X L
→
.D P
→

if rk < 0.5
(44) 

B→sl(w)
′ specifies the updated position of tunicate in terms of the H R→

food source position. 
Ifrk < pr, then 

B
→

sl(w) = Bmd
sl + f x1 ×

(

uq1 ∗ GHbest − uq2 ∗ GHmd
kg

)

+

f x2 × ρ1 ×

⎛

⎜

⎝

uq3 ∗
(

GHmd
2no

− GHmd
1no

)

+

uq2 ×
(

GHmd
rk1 − GHmd

rk2

)

⎞

⎟

⎠

/

2
(45) 

Else, 

B
→

sl(w) = GHbest + f x1 ×
(

uq1 ∗ GHbest − uq2 ∗ GHmd
kg

)

+

f x2 × ρ1 ×

⎛

⎜

⎝

uq3 ∗
(

GHmd
2no

− GHmd
1no

)

+

uq2 ×
(

GHmd
rk1 − GHmd

rk2

)

⎞

⎟

⎠

/

2
(46)  

Where, Bmd
sl portrays the current position of tunicate, GHbest indicates the 

best position, pr denotes the probability(pr = 0.3), rk specifies the 
random value∈ (0,1),fx1,fx2 indicates the uniformly distributed random 
values∈ ( − 1,1), GHmd

rk1 and GHmd
rk2 specifies the two random solutions 

selected from population, ρ1 indicates the balance in exploration and 
exploitation process, rand refers to the random number, GHmd

1no and GHmd
2no 

denotes the random solution and it is determined in Eq. (). 
GHmd

1no
,GHmd

2no
= LB+ rand(dim) ∗ (UB − LB) (47) 

In Eq. (47),LB indicates the lower bound, UB denotes the upper 
bound, dim specifies the dimension, n and m refers to the coordinates of 
solution no = 1, 2, .......NO andmd = 1,2, ....,dim. Furthermore,uq1,uq2, 
and uq3 are calculated as per Eq. (48), Eq. (49), and Eq. (50). 
uq1 = LM1 ∗ 2 ∗ rand +(1 − LM1) (48)  

uq2 = LM1 ∗ rand +(1 − LM1) (49)  

uq3 = LM1 ∗ rand +(1 − LM1) (50)  

Where, LM1 and LM2 are the binary parameters. wmd
kg is determined as in 

Eq. (51). 

wmd
kg = LM2 × wmd

sl +(1 − LM2) ∗ rand (51) 
Swarm behaviour: For simulating the swarm behaviour of tunicate, it 

saves the other search agent’s positions and the first two optimal best 
solutions are updated based on the best search agent’s position. 
Furthermore, the swarm behaviour of tunicate is determined as in Eq. 
(52). 

B
→

sl(w→+ 1) =
B
→

sl(w→) + B
→

sl(w→+ 1)

2 + n1

(52) 

Algorithm 1 describes the pseudo code of the proposed SITSA 
scheme.  

Algorithm 1: Pseudo code of Proposed SITSA Model 
Step 1:Initialization of the tunicate population B→sl 
Step 2: Choose the total number of iterations and initial parameters. 
Step 3: The fitness value for each search agent is determined. 
Step 4: The best search agent is identified after the fitness evaluation. 
Step 5: Each search agent’s position is updated as per Eq. (52). 
Step 6: The updated search agent is adjusted away from the boundary in a specified 

search space. 
Step 7: The fitness value of updated search agent is calculated. The B→sl is updated 

using proposed update evaluation as in Eq. (44). 
Step 8: The algorithm end only if the stopping criterion is satisfied.  

Else, repeat the steps from 5 to 8. 
Step 9: Returns the so far best optimal solution is.  

8. Results and discussion 

8.1. Simulation procedure 

The adopted pest detection with hybrid classifier + SITSA model was 
executed in PYTHON and the outcomes were verified. The performance 
of the adopted hybrid classifier + SITSA model with pest detection was 
computed over the conventional schemes such as SVM [37], NN [38], RF 
[41], DBN [32], hybrid classifier + WOA [39], hybrid classifier + EHO 
[40], hybrid classifier + TSA [26], hybrid classifier + D-NU [35], hybrid 
classifier + BOA [42] and hybrid classifier [44] + PSO correspondingly. 
Furthermore, the performance was computed by varying the training 
percentage such as 50, 60, 70, 80, and 90 for different performance 
measures such as “accuracy, sensitivity, specificity, precision, FMS, 
Thread score, FDR, FNR, FPR, FOR, NPV, and MCC”, respectively. The 
sample images, pre-processed images and segmented images of the 
proposed work are illustrated in Fig. 3. 

8.2. Dataset description 

The dataset including the videos of pests like: Heliothis armigera 
(Cotton bollworm) and Leptocorisa acuta (rice bug) were manually 
collected. The cotton bollworm image consists of 34 videos and the rice 
bug image consists of 36 videos. Average of 100 frames per video is 
considered. 

8.3. Performance analysis 

The performance analysis of the proposed hybrid classifier + SITSA 
model is compared to the existing schemes like SVM, NN, RF, DBN, 
hybrid classifier + WOA, hybrid classifier + EHO, hybrid classifier +
TSA, hybrid classifier + D-NU, hybrid classifier + BOA and hybrid 
classifier + PSO, respectively in terms of certain metrics, and it is rep-
resented in Figs. 4, 5, and 6. Similarly, the positive measures such as 
sensitivity, accuracy, precision and specificity of the proposed hybrid 
classifier + SITSA model shows superior outcomes than other traditional 
methods in detecting the pest. Moreover, the accuracy of hybrid clas-
sifier + SITSA model for training percentage 90 is 3.34 %, 3.06 %, 3 %, 
2.79 %, 2.66 %, 2.11 %, 2.05 %, 1.98 %, 2.52 % and 3.71 % better than 
other conventional schemes like SVM, NN, RF, DBN, hybrid classifier +
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WOA, hybrid classifier + EHO, hybrid classifier + TSA, hybrid classifier 
+ D-NU, Hybrid classifier + BOA and Hybrid classifier + PSO, corre-
spondingly as shown in Fig. 4(a). The adopted hybrid classifier + SITSA 
model attains higher sensitivity (~75.81) in detected results when 
compared over the existing schemes like SVM (~63.20), NN (~63.39), 
RF (~63.52), DBN (~69.34), hybrid classifier + WOA (~70.20), hybrid 
classifier + EHO (~70.31), hybrid classifier + TSA (~70.76), hybrid 
classifier + D-NU (~73.74), hybrid classifier + BOA (~70) and hybrid 
classifier + PSO (~72.14), respectively in Fig. 4(b) for training per-
centage 50. Furthermore, the proposed hybrid classifier + SITSA model 
holds maximum specificity for training percentage 80 that is 9.01 %, 
7.26 %, 5.40 %, 4.21 %, 3.44 %, 2.90 %, 2.68 %, 2.15 %, 8.25 % and 
6.24 % superior to the existing approaches like SVM, NN, RF, DBN, 
hybrid classifier + WOA, hybrid classifier + EHO, hybrid classifier +
TSA, hybrid classifier + D-NU, hybrid classifier + BOA and hybrid 
classifier + PSO, respectively as given in Fig. 4(c). Additionally, the 
adopted hybrid classifier + SITSA model attains higher precision 
(~96.40); whereas, the traditional schemes attains lower precision 
value for SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid classifier 
+ EHO, hybrid classifier + TSA, hybrid classifier + D-NU, hybrid clas-
sifier + BOA and hybrid classifier + PSO, respectively for training per-
centage 60 in Fig. 4(d). The observed enhancement shows the impact of 
proposed SITSA model on training the classifier in a better way. 

Fig. 5 illustrates the negative measures like FPR, FNR, FDR, and FOR 
of the adopted hybrid classifier + SITSA model and the existing models. 
The adopted hybrid classifier + SITSA model attains less FPR (~4.009) 
which is the better performance; whereas, the traditional schemes 

attains high FPR as SVM (~27.64), NN (~25.03), RF (~25.03), DBN 
(~22.40), hybrid classifier + WOA (~14.20), hybrid classifier + EHO 
(~8.50), hybrid classifier + TSA (~6.41), hybrid classifier + D-NU, 
Hybrid classifier + BOA and Hybrid classifier + PSO, (~6.20), respec-
tively for training percentage 60 in Fig. 5(a). The adopted hybrid clas-
sifier + SITSA model holds minimum FNR value that is 49.21 %, 48.85 
%, 48.74 %, 42.70 %, 38.98 %, 35.28 %, 20.08 %, 18.13 %, 25.26 % and 
38.15 % than other traditional models like SVM, NN, RF, DBN, hybrid 
classifier + WOA, hybrid classifier + EHO, hybrid classifier + TSA, 
hybrid classifier + D-NU, Hybrid classifier + BOA and Hybrid classifier 
+ PSO, respectively for training percentage 80 in Fig. 5(b). Moreover, 
the FDR of the adopted hybrid classifier + SITSA model is 75.20 %, 
72.60 %, 72.31 %, 53.20 %, 49 %, 40.33 %, 37.08 %, 30.88 %, 50.75 % 
and 63.2 % better than the other conventional models such as SVM, NN, 
RF, DBN, hybrid classifier + WOA, hybrid classifier + EHO, hybrid 
classifier + TSA, hybrid classifier + D-NU, Hybrid classifier + BOA and 
Hybrid classifier + PSO, respectively for training percentage 70 in Fig. 5 
(c). Further, the FOR of the proposed hybrid classifier + SITSA model 
achieves superior outcomes (~5.27) than other existing models like 
SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid classifier + EHO, 
hybrid classifier + TSA, hybrid classifier + D-NU, Hybrid classifier +
BOA and Hybrid classifier + PSO, respectively for training percentage 90 
in Fig. 5(d). Thus, the improvement of the proposed hybrid classifier +
SITSA model is proved by the obtained results. 

The other measures analysis such as NPV, MCC, FMS and thread 
score of the adopted hybrid classifier + SITSA model and existing 
models are represented in Fig. 6. From the graph, it is shown clearly that 

Fig. 3. Sample images, pre-processed images and segmented images of the proposed work.  
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the NPV of the proposed MCSO hybrid classifier + SITSA model holds a 
value (~84.53) for training percentage 70; whereas, the compared 
existing models like SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid 
classifier + EHO, hybrid classifier + TSA, hybrid classifier + D-NU, 
Hybrid classifier + BOA and Hybrid classifier + PSO, respectively attains 
lower values as per Fig. 6(a). In addition, the FMS of adopted hybrid 
classifier + SITSA model at training percentage 60 is 5.89 %, 5.83 %, 
4.09 %, 3.48 %, 3.38 %, 3.25 %, 3.22 %, 1.89 %, 4.23 % and 5.08 % 
superior to other traditional scheme like SVM, NN, RF, DBN, hybrid 
classifier + WOA, hybrid classifier + EHO, hybrid classifier + TSA, 
hybrid classifier + D-NU, Hybrid classifier + BOA and Hybrid classifier 
+ PSO, respectively in Fig. 6(b). Likewise, the adopted hybrid classifier 
+ SITSA model attains maximum MCC (~92.32) for training percentage 
90; whereas, the traditional schemes attains low MCC values such as 
SVM (~87.35), NN (~87.79), RF (~87.88), DBN (~88.02), hybrid 
classifier + WOA (~88.42), hybrid classifier + EHO (~89.09), hybrid 
classifier + TSA (~89.26), and hybrid classifier + D-NU (~89.36), 
Hybrid classifier + BOA (~79.09) and Hybrid classifier + PSO (~80.09), 
respectively in Fig. 6(c). The thread score of adopted hybrid classifier +
SITSA model at training percentage 80 is 4.89 %, 4.02 %, 3.98 %, 3.79 
%, 3.71 %, 2.50 %, 2.46 %, 2.43 %, 4.21 % and 5.32 % better than other 
existing schemes like as SVM, NN, RF, DBN, hybrid classifier + WOA, 
hybrid classifier + EHO, hybrid classifier + TSA, hybrid classifier + D- 
NU, Hybrid classifier + BOA and Hybrid classifier + PSO, correspond-
ingly in Fig. 6(d). Thus, the performance of adopted hybrid classifier +
SITSA model has shown enhancement than other existing models. 

8.4. Overall performance analysis 

The overall performance analysis of the adopted hybrid classifier +
SITSA model over other traditional models for different training per-
centages concerning accuracy measure is determined in Table 4. From 
the table, the adopted hybrid classifier + SITSA model have proven its 
pest detection ability for all training percentages than other traditional 
models such as SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid 
classifier + EHO, hybrid classifier + TSA, and hybrid classifier + D-NU, 
hybrid classifier + BOA and hybrid classifier + PSO, correspondingly. 
Similarly, the proposed hybrid classifier + SITSA model attains 3.90 %, 
3.81 %, 3.74 %, 3.65 %, 3.49 %, 3.49 %, 2.70 %, 2.13 %, 4.67 % and 
4.24 % better accuracy value than other traditional models like SVM, 
NN, RF, DBN, hybrid classifier + WOA, hybrid classifier + EHO, hybrid 
classifier + TSA, hybrid classifier + D-NU, hybrid classifier + BOA and 
hybrid classifier + PSO, correspondingly for training percentage 60. 
Furthermore, the proposed hybrid classifier + SITSA model attains 
maximum accuracy values (~96.04483) for training percentage 90 than 
other traditional models like SVM, NN, RF, DBN, hybrid classifier +
WOA, hybrid classifier + EHO, hybrid classifier + TSA, and hybrid 
classifier + D-NU, respectively in Table 4. The outcomes have summa-
rized that the adopted hybrid classifier + SITSA model performance is 
improved over the traditional models. Table 4 shows the overall per-
formance analysis. 

8.5. Statistical analysis 

The statistical analysis of the proposed hybrid classifier + SITSA 
scheme over other existing models concerning accuracy measure is 

Fig. 4. Performance analysis of the proposed hybrid classifier + SITSA model over other traditional schemes for (a) accuracy (b) sensitivity (c) specificity 
(d) precision. 
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illustrated in Table 5. The meta-heuristic algorithms are stochastic; 
therefore, the algorithms are executed several times to determine the 
objective of the work by evaluating different case scenarios. Moreover, 
the adopted hybrid classifier + SITSA model has shown superior per-
formance under best-case scenario that is 3.34 %, 3.07 %, 3 %, 2.80 %, 
2.67 %, 2.11 %, 2.05 %, 1.98 %, 3.43 % and 4.21 % better than the 
traditional models like SVM, NN, RF, DBN, hybrid classifier + WOA, 
hybrid classifier + EHO, hybrid classifier + TSA, and hybrid classifier +
D-NU, hybrid classifier + BOA and hybrid classifier + PSO, respectively. 
The mean performance of the proposed method in terms of accuracy 
measure holds better outcomes (86.24918) than other traditional 
models like SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid clas-
sifier + EHO, hybrid classifier + TSA, and hybrid classifier + D-NU, 
respectively. In addition, the proposed model attains a maximum value 
(77.32367) at worst-case scenario; whereas, the existing schemes hold 
minimum values concerning accuracy measure such as SVM 
(~71.7791), NN (~72.03988), RF (~72.30066), DBN (~72.75702), 
hybrid classifier + WOA (~73.40897), hybrid classifier + EHO 
(~73.73494), hybrid classifier + TSA (~74.32169), hybrid classifier +
D-NU (~75.16922), respectively, hybrid classifier + BOA (~64.21)and 
hybrid classifier + PSO (~74.21). Consequently, the enhancement of the 
proposed hybrid classifier + SITSA model has been validated effectively. 
Table 5 shows the statistical analysis. 

8.6. Convergence analysis 

Fig. 7 represents the convergence analysis of the proposed Hybrid 
Classifier + SITSA method over other traditional models for varied it-
erations that range from 0 to 50. On observing the graph, it is shown that 

the gradual decrement of the cost function with increased iterations. The 
convergence of the adopted Hybrid Classifier + SITSA method at the 
40th iteration is 64 %, 85 %, and 95.7 % better than the existing model 
like Hybrid Classifier + WOA, Hybrid Classifier + EHO, Hybrid Classi-
fier + TSA, Hybrid classifier + BOA, and Hybrid classifier + PSO cor-
responding concerning minimized error. 

8.7. Practical implications 

Correct identification of a pest allows us to determine basic infor-
mation about it, including its life cycle and the time that it is most 
susceptible to being controlled. Regularly monitor the pest population 
and/or damage to determine whether control measures are necessary 
and, if so, when to begin the control measures. Agricultural employees 
can determine whether or not to use our method based on the classifi-
cation result. Spray or don’t spray in this area, and give instructions for 
varied dosing/treatment that is curative. They can also assess the cur-
rent state of the crop and forecast crop yields in this region. 

9. Conclusion 

The Heliothis armigera (Cotton bollworm) and Leptocorisa acuta 
(rice bug) have been detected using this model, which has three primary 
phases: I Pre-processing; (ii) Object tracking and segmentation; (iv) 
Feature extraction; (v) Classification.“ The input video frame (pictures) 
was first subjected to a pre-processing phase, during which the video 
frames were pre-processed. Object tracking and segmentation were 
performed on the pre-processed images. The FCM technique was used to 
segment the foreground and background in this case. The suggested 

Fig. 5. Performance analysis of the adopted hybrid classifier + SITSA model over other traditional schemes for (a) FPR (b) FNR (c) FDR (d) FOR.  
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GLCM based texture features, color, edge, and form-based characteris-
tics are derived from the segmented pictures. Furthermore, the collected 
features were fed into a detection procedure that utilized hybrid clas-
sifiers like LSTM and RNN. RNN training was used to achieve exact 
detection results. Finally, the performance of the proposed scheme was 
compared over the other existing schemes concerning various metrics 
like FDR, specificity, accuracy, precision, FNR, sensitivity, FPR, Thread 
score, FMS, FOR, NPV, and MCC, correspondingly. On observing the 
graph, the adopted hybrid classifier + SITSA model attains higher 
sensitivity (~75.81) in detected results when compared over the existing 
schemes like SVM (~63.20), NN (~63.39), RF (~63.52), DBN (~69.34), 
hybrid classifier + WOA (~70.20), hybrid classifier + EHO (~70.31), 
hybrid classifier + TSA (~70.76), hybrid classifier + D-NU (~73.74), 
hybrid classifier + BOA(~70) and hybrid classifier + PSO (~72.14), 
respectively for training percentage 50. The adopted hybrid classifier +

SITSA model holds minimum FNR value that was 49.21 %, 48.85 %, 
48.74 %, 42.70 %, 38.98 %, 35.28 %, 20.08 %, 18.13 %, 25.26 % and 
38.15 % than other traditional models like SVM, NN, RF, DBN, hybrid 
classifier + WOA, hybrid classifier + EHO, hybrid classifier + TSA, 
hybrid classifier + D-NU, hybrid classifier + BOA and hybrid classifier +
PSO, respectively for training percentage 80. Moreover, the adopted 
hybrid classifier + SITSA model has shown superior performance under 
best case scenario was 3.34 %, 3.07 %, 3 %, 2.80 %, 2.67 %, 2.11 %, 
2.05 %, 1.98 %, 3.43 % and 4.21 % better than the traditional models 
like SVM, NN, RF, DBN, hybrid classifier + WOA, hybrid classifier +
EHO, hybrid classifier + TSA, and hybrid classifier + D-NU, hybrid 
classifier + BOA and hybrid classifier + PSO, respectively. In the future, 
we will use data augmentation technology to increase the amount of 
data points in classes where there are few samples. Furthermore, in 

Fig. 6. Performance analysis of the adopted hybrid classifier + SITSA model over other traditional schemes for (a) NPV (b) FMS (c) MCC (d) Thread score.  

Table 4 
overall performance analysis of adopted and existing schemes for various 
training percentage.  

Methods Training percentage 
50 60 70 80 90 

SVM [37]  71.77  78.29  83.31  88.14  92.83 
NN [38]  72.03  78.36  83.31  88.72  93.09 
RF [41]  72.30  78.42  83.53  88.79  93.162 
DBN [32]  72.75  78.49  83.70  88.86  93.35 
Hybrid classifier + BOA [42]  73.21  77.35  82.50  88.65  92.25 
Hybrid classifier + PSO [44]  74.25  78.15  83.25  88.70  92.80 
Hybrid classifier + WOA [39]  73.40  78.62  83.77  88.92  93.48 
Hybrid classifier + EHO[40]  73.73  78.62  83.84  88.99  94.01 
Hybrid classifier + TSA [26]  74.32  79.27  84.29  89.51  94.07 
Hybrid classifier + D-NU [35]  75.16  79.73  84.62  89.51  94.14 
ProposedHybridclassifier + SITSA  77.32  81.47  85.76  90.63  96.04  

Table 5 
Statistical analysis with respect to accuracy: Proposed vs Conventional models.  

Methods Mean Median Standard 
deviation 

Worst Best 

SVM [37]  82.87  83.31  7.36  71.77  92.82 
NN [38]  83.10  83.31  7.43  72.03  93.04 
RF [41]  83.25  83.57  7.37  72.30  93.16 
DBN [32]  83.43  83.70  7.29  72.75  93.35 
Hybrid classifier +

WOA [39]  
83.64  83.77  7.13  73.40  93.48 

Hybrid classifier + EHO 
[40]  

83.84  83.84  7.20  73.73  94.01 

Hybrid classifier + TSA  
[26]  

84.29  84.29  7.03  74.32  94.07 

Hybrid classifier + D- 
NU [35]  

86.63  84.62  6.74  75.16  94.14 

Hybrid classifier +
SITSA  

86.24  85.76  6.60  77.32  96.04  
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order to put our pest detection approach into practice, we will incor-
porate model onto a mobile terminal, including IOS platforms and 
Android. This will aid in the promotion of agricultural productivity. 
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Abstract: Agriculture serves as the primary source of income globally, particularly in regions like the Indian subcontinent. 

However, modern challenges such as unpredictable weather patterns, water scarcity, and market fluctuations necessitate the 

adoption of advanced farming techniques. Soil fertility depletion, caused by various factors, further exacerbates these 

challenges, leading to decreased crop yields. To solve these problems, our project utilizes modern technology, specifically 

leveraging machine learning techniques. By integrating an NPK sensor with a web application, our goal is to give farmers 

practical insights into their soil's nutrient composition. Upon collecting nitrogen, phosphorus, potassium, and pH levels from the 

soil, these values are entered into the application. Compared to traditional farming methods, our project offers several 

advantages. Firstly, it empowers farmers with accurate and timely information about their soil's nutrient levels, giving them the 

ability to make wise decisions. Secondly, by the use of machine learning methods, our system provides personalized 

recommendations that address the particular needs of each farmer's soil. Overall, our project aims to enhance agricultural 

productivity and sustainability by bridging the gap between traditional farming practices and modern technology. 

Keywords: Machine learning Techniques, Internet of things, web application, Logistic Regression, Crop Recommendation. 

 

I. INTRODUCTION 

In the landscape of modern agriculture, Technology integration is becoming more and more common., offering innovative solutions 

to solve the challenges faced by farmers worldwide. Our project centres around leveraging technology, specifically the Internet of 

Things (IoT) and web applications, to streamline and optimize crop and fertilizer recommendations based on soil nutrient analysis. 

The process begins with the deployment of NPK sensors, which are able to measure nitrogen, phosphorus, potassium, and pH levels 

in the soil. These sensors serve as the foundational element in our project, providing real-time data on the nutrient composition of 

the soil. Upon collecting the soil nutrient data, the information is then fed into a user-friendly web application, designed to provide 

farmers with actionable insights and recommendations tailored to their specific agricultural needs. The application offers two 

primary functionalities: crop recommendation and fertilizer recommendation. These options empower farmers to make 

knowledgeable choices about soil management techniques and crop selection, ultimately enhancing agricultural productivity and 

sustainability. A major development in the world of agriculture is the incorporation of technology into farming operations, offering 

farmers access to valuable data and insights that can inform decision-making processes. Making use of web applications and 

Internet of Things sensors, our project aims to empower farmers with the tools and information they need to maximize crop yields, 

optimize resource utilization, and promote long-term sustainability in agriculture. 

                        

II. LITERATURE REVIEW 

Paper [1]: The paper titled �Internet of Things (IoT) assisted Context-Aware Fertilizer Recommendation". It considers variables 

including crop kind, soil type, and soil fertility to satisfy the requirement for real-time context-awareness in fertilizer 

recommendation. The study suggests an Internet of Things-based approach to real-time mapping of soil fertility that gets beyond the 

difficulties and expensive nature of conventional techniques. When compared to conventional soil chemical analysis, the system's 

accuracy is validated through practical implementation in crop fields. The most precise machine learning model for context-aware 

fertilizer recommendation is the Gaussian Naïve Bayes (GNB) model. To improve sustainability and profitability in agriculture, this 

research provides a framework for the integration of IoT and machine learning. 
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Paper [2]: The paper titled " Artificial Intelligence-Based Crop Suggestion System" tackles the urgent problem of India's farmers 

choosing the wrong crops, which results in low incomes and a desire to leave the agricultural industry. It offers a method based on 

machine learning algorithms to make crop recommendations based on a variety of environmental and financial factors, including 

temperature, rainfall, soil properties, and more.  

This method forecasts yields, examines profitability, and recommends appropriate crops. Crop selection is done using a different 

types of machine learning methods, such as Decision Tree Learning and Artificial Neural Networks. The study highlights the 

importance of data mining and machine learning in assisting farmers in making knowledgeable crop decisions., which improves 

agricultural sustainability and financial viability. 

Paper [3]: The paper titled "Crop, Fertilizer, & Irrigation Recommendation using the Machine Learning Techniques" emphasizes the 

use of agriculture to the economy as well as the difficulties farmers encounter because of weather fluctuations, a lack of water, and 

problems with soil fertility. It underlines the necessity of utilizing contemporary technology to offer practical solutions to these 

issues. Crop yield prediction is advised to use machine learning, which offers different methods such as regression, clustering, 

classification, and prediction.  

To predict agricultural productivity, a variety of methods can be used, such as Naïve Bayes, support vector machines, decision trees, 

and artificial neural networks. The research aims to examine how different machine learning algorithms may be used to forecast 

crop yield and recommend fertilizers, thereby supporting efficient crop management. We'll focus on supervised learning techniques 

and big data computing. 

Paper [4]: The paper "Crop prediction using machine learning" addresses the pressing issue of declining agricultural productivity in 

India due to unpredictable climatic changes. This decline threatens the livelihoods of farmers and national food security. The study 

proposes a solution leveraging machine learning, specifically Naive Bayes, to predict suitable crops for cultivation. By collecting 

seed data and considering crucial parameters like temperature, humidity, and moisture content, the model assists farmers, especially 

beginners, in making informed decisions about crop selection. Additionally, the development of a user-friendly mobile application 

for Android facilitates easy access to the prediction process, encouraging user engagement and adoption of the technology in 

agricultural practices. 

 

III. MOTIVATION 

Our project revolves around harnessing technology to empower farmers with real-time soil insights. Using a specialized sensor, we 

delve into the soil, uncovering its nutrient secrets - nitrogen, phosphorus, potassium, and pH levels. This data is then fed into a user-

friendly web application, offering farmers two invaluable tools: crop recommendations and fertilizer suggestions. With crop 

recommendations, Farmers receive customized guidance on which plants are ideal for the particular composition of their soil, 

optimizing yields and sustainability.  

Meanwhile, fertilizer suggestions provide guidance on how to enhance soil fertility, promoting healthier crops and reducing 

environmental impact. 

 

IV. OBJECTIVE 

1) Enhance Crop Selection: The primary objective is to employ Machine Learning and IoT to provide data-driven 

recommendations for optimal crop selection, considering soil conditions, climate, and previous historical data. This will 

increase agricultural productivity and assist farmers in making wise selections. 

2) Optimize Fertilizer Application: The project aims to recommend precise fertilizer application strategies, reducing waste and its 

negative effects on the environment while making sure crop nutrient requirements are efficiently supplied. 

3) Improve Resource Efficiency: By integrating technology, the project strives to enhance resource utilization, reducing water, 

energy, and fertilizer wastage, thereby increasing agricultural sustainability. 

4) Increase Productivity: The system will work towards maximizing crop yield and, in turn, the economic well-being of farmers 

through better decision-making. 

5) Sustainable Agriculture: In order to balance output with environmental responsibility, sustainable farming practices must be 

promoted, contributing to global food security and ecological well-being. 
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V. METHODOLOGY 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.1 Block Diagram 

 

Fig 5.1 Represents by considering agricultural land, and we're using sensors like NPK (Nitrogen, Phosphorus, Potassium) and pH 

sensors to measure the levels of these elements in the soil. The results are then shown on an OLED display. After obtaining these 

values, users can enter these into our web application. The application provides crop and fertilizer recommendations based on the 

soil's nutrient levels. This aids farmers in selecting the best crops to plant and fertilizers to utilize for maximum production. 
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VI. RESULTS 

A. Home Page of The User Interface 

The user interface of the home page is displayed in Fig. 6.1. 

Fig 6.1 Project Home page 

       

B. Services Page 

The user interface displays the services that are available to the user in Fig. 6.2. 

 

 

    

 

 

 

 

 

 

 

 

                                                 

Fig 6.2 Services page 

 

C. Crop Prediction 

The user interface for entering values to obtain crop recommendations is depicted in Fig. 6.3. 

 

Fig 6.3 Crop Prediction 
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D. Predicted Crop 

The crop recommendation result is shown in the user interface in Fig. 6.4.  

Fig 6.4 Predicted Crop 

 

E. Fertilizer Recommendation 

The user interface for entering values to obtain Fertilizer recommendations is depicted in Fig. 6.5. 

Fig 6.5 Fertilizer Recommendation 

 

F. Recommended Fertilizer 

The Fertilizer recommendation result is shown in the user interface in Fig. 6.6.  

Fig 6.6 Recommended Fertilizer 

 

VII. FUTURE SCOPE 

1) The project will combine models of machine learning with IoT data streams to provide dynamic fertilizer and crop 

recommendations that optimize nutrient application and minimize environmental impact. 

2) The project will focus on recommending crops suitable for cultivation in the specific geographical region where the IoT sensor 

network is deployed. 
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3) The crop recommendation system will be limited to recommending a select number of major crops commonly grown in the 

target region. 

4) The accuracy of crop and fertilizer recommendations may be affected by the quality and completeness of input data, including 

soil samples, weather data, and historical crop yields. 

5) The fertilizer recommendation system will give suggestions for the type and quantity of fertilizers based on the specific crop 

selection and real-time data from the IoT sensor network. 

 

VIII. CONCLUSION 

In conclusion, our project leverages advanced sensor technology and web-based analytics to offer tailored agricultural solutions, 

enhancing soil management and crop production. By incorporating an NPK sensor to assess soil fertility levels, our system provides 

critical data points on nitrogen, phosphorous, and potassium and soil pH values. This data-driven approach enables precise crop and 

fertilizer recommendations through an intuitive web application. Users can choose between optimizing crop selection or improving 

soil nutrient profiles via customized fertilizer suggestions. Our system not only promotes optimal resource use but also supports 

sustainable agricultural practices by allowing farmers to adjust inputs based on real-time soil conditions, thus minimizing 

environmental impact. The combination of machine learning and technology tools in our project aims to revolutionize traditional 

farming techniques, improve yields, and offer a scalable solution adaptable across various agricultural settings. Overall, this project 

represents a significant step forward in the pursuit of sustainable agriculture powered by smart technologies. 
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Abstract— The recent era has witnessed several advances in 

Wireless Sensor Networks (WSNs), with few resources 

presents unprecedented challenges for secured data 

transmission in an ever-unsecured broadcast network. The 

situation is more challenging when adversaries are equipped 

with sophisticated resources having direct access to sensor 

nodes. Nevertheless, there exists several cryptographic 

techniques used for node authentication, authorization, data 

confidentiality, integrity, and other security related services. 

This paper contributes to novel network security strategies to 

prevent network compromise. The proposed strategies attempt 

to boost data integrity, reliability and secure data transmissions. 

The proposal identifies the strategically important nodes (SIN) 

in implementing network security measures using volatile 

symmetric-key management scheme (KMS).  

The scheme involves four phases: The first phase involves 

strategically important nodes (SIN) designation using Grey 

Wolf Optimization (GWO). Usually, hackers find it difficult to 

guess and access the keys that are selected on a random basis. 

To further increase the key protection, the scheme introduces a 

limited lifespan master key (LLMK).  Secondly, to secure the 

KMS, this phase utilizes SHA for LLMK distribution, and 

paired node prediction. Next phase performs secret key 

generation with a gradient approach and the key sharing is 

performed using Supersingular Isogeny Diffie-Hellman 

algorithm. The last phase is responsible for the dynamic S-Box 

generation using the Blowfish algorithm. The generated S-Box 

are subsequently shuffled to enhance the cryptographic process 

offering immunity towards attacks.  

To evaluate the effectiveness of this approach, the proposed 

KMS is compared with relevant methods on various 

performance metrics. The results demonstrate that the proposed 

scheme achieves notable performance improvements over other 

methods. 

Index Terms— Volatile key management, WSNs, GWO, 

SIDH, Blow fish Algorithm, Dynamic S-Box generation. 

I. INTRODUCTION 

 

 Wireless Sensor Networks have been gaining popularity 

over a few decades due to their low-cost, low-power, scalable 

and ease of deployments. However, these networks has been 

facing serious security challenges based on design due to the 

limited computational resources and their minimal battery life 

[1]. Its architecture comprises of numerous nodes that ranges 

from 100s to 1000s, deployed in a network. The sensor nodes 

are used for sensing the data that is generated from 

surroundings and route it back to the base station via hopping 

techniques. However, these nodes have poor energy and 

memory resources. Several routing protocols have been devised 

to improve the network’s lifetime and compensate for resource 

insufficiencies. The wireless structure is prone to various 

attacks, that would easily alter the sensed data which affects the 

confidentiality of the network data as well. Hence,  data 

integrity and authentication might be compromised, thus 

securing against the vulnerabilities using various secure routing 

protocols and cryptographic techniques are mandatory for the 

appropriate functioning of the WSNs.    

 The sensors present in WSNs should share their keys to 

ensure the secure data transmission among the sensor nodes. In 

WSN, the key management schemes involves network 

formation and network initialization. The network formation 

follows either shared key or key establishment approach. Under 

the shared key approach, two nodes attempt to discover a public 

key, whereas in key establishment approach, several SNs 

establish a common key for secure communication. Various 

approaches are developed for key establishment and with 

resource scarcity, designing or structuring key distribution is an 

interesting task. Some of the KMS discussed in [2] are Public 

key cryptography, Randomized key distribution, Global master 

key and transitory master key. As security services like 

confidentiality, data integrity, etc must be enforced, 

cryptographic keys are to be utilized. This is where key 

management performs vital part in WSNs. The volatile key 

management is gaining traction in recent days due to the limited 

life span, preventing unauthorized access to the keys. The key 

management comprises of Symmetric, Asymmetric and Hybrid 

schemes [3], as shown in the figure 1. To establish volatile keys, 

a symmetric key management scheme [4] is essential to 

facilitate the keys between neighboring nodes without using 

any key ring or pools.  

 

The initialization stage allows a pair of nodes to exchange a 

plain text message, with the plain text message being encrypted 

and the encrypted nonce is used by the network node, where a 

LLMK should only be inserted into some potential nodes 

(SINs). These SINs ensure the security of the LLMK from the 

attackers to expose the used key for any given node directly 

after the deployment process, even if the attacker captures few 

network nodes. The technique also ensures that the LLMK 

reaches every node in the network enabling network 

connectivity.  
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Figure 1: Key Management Scheme – A Hierarchy 

 

 Thee proposed work applies a volatile key management 

scheme to generate the LLMK, SIN node designation using an 

optimization algorithm, a hashing algorithm to distribute 

volatile key and finally cryptographic techniques to ensure 

secure data communication using the shared keys.  

 The paper discusses the existing security and KMS of 

WSNs in section 2. The methodology and implementation 

along with respective algorithms are explained in section 3. The 

performance analysis and the results discussed in section 4. 

Section 5 provides conclusion and future enhancements. 

 

II. RELATED WORKS 

 

The design of secure and efficient routing protocols for 

WSNs is an active area of research due to the unique security 

challenges presented by these resource-constrained networks. 

The attacks against WSNs can be categorized into two types 

namely active attacks and passive attacks [5]. There exists a 

plethora of security mechanisms for secure data transmission, 

data aggregation, using key exchange and key management 

schemes. However, the complex broadcast channel 

impairments and limited resources weakened the full-fledged 

implement of a given security mechanism in WSNs. This 

section discusses various existing approaches that attempted to 

provide secure key exchanges, and transmission in WSNs. 

 

A. Key Management schemes: 

 

Several research works present the vulnerabilities and 

complicated nature of WSNs against attacks, for the network 

utilizing a random pairwise key distribution scheme. The 

random key distribution schemes experience various issues 

while assigning the secured keys to sensor nodes, prior to 

network deployment. [6] investigated that whether resiliency 

could be achieved in WSNs beneath random pairwise key 

redistribution scheme. This work presented certain conditions 

on model parameters such that the network would be un-

splitable and unassailable, with maximum probability as the 

‘n’ nodes increase. These ideas were developed against an 

intruder who possessed enough computing resources and good 

knowledge about network topology, however, with an 

assumption that only a fraction of sensor nodes are 

compromised. This research also proved that cryptographic 

keys should ensure un-splitability and unassailability under 

the pairwise key distribution method.  

More importantly, compromised sensor nodes in military 

surveillance or disaster management applications across 

horizontal and vertical security landscapes is unacceptable. 

However, a deployment based key distribution scheme had 

been developed for cellular model in WSN for thwarting 

attacks [7]. The key distribution model is utilized in all those 

networks where the random selection of small subset of keys 

is chosen from the collection of key pools. At least, there 

should exist one common key from key pool for the secured 

connection among the nodes. The secured communication link 

relies on the length and strength of keys used for the 

connection establishment. The major focus of this research 

centered around node density, neighbor influence factor, sink 

node placement, gradient distance and application types on 

nodes to construct the attack matrix of each mobile cell. An 

efficient key management strategy along with secured data 

aggregation over Dynamic WSN had been implemented in [8]. 

This research work utilized a Key Generation Center (KGC) 

for dealing with partial private keys. This research work 

addresses escrow issue with the help of KGC. 

The sensor nodes in WSNs would share their keys for 

secured data transfer. The demand of designing an energy 

optimized key establishment/distribution in WSNs is 

increasing due to the limited resources of sensor nodes. 

Various polynomial based key distribution scheme had been 

proposed in WSNs to provide a light weighted solution for 

devices with limited resources. These polynomial – based 

approaches are highly susceptible toward sensor attacks. 

Sometimes, the intruders compromise the security system by 

capturing a fixed number of sensor nodes. [9] developed a 

polynomial based key management scheme together with 

probabilistic security that minimizes the security risk of 

attacks along with minimized computational overhead and 

memory resources. 

To establish a secured data transmission over WSN, 

several literatures suggested a protocol namely Multi-level 

Key Management protocol. Under this protocol, every single 

transmission was undertaken based on available secured key. 

The research work by [10] developed a protocol for key 

management referred as MSKM protocol, to perform 

protected communiqué in the clustered WSNs. This 

framework implemented in three phases consists of 1) Key 

Generation 2) Pre-deployment 3) Key Authentication and 

verification. The key generation is responsible to ensure the 

secrecy of communication and the necessary keys are 

generated using homomorphic encryption model. In pre-

deployment, node’s identity is established. The last phase, a 

mathematical model had been constructed along with various 

factors like random numbers, dynamic passwords, etc. 

The secured key generation in physical layer (PL-SKG – 

Physical Layer Secure Key Generation) has some potential 

benefits to improve the network security posture. This scheme 

strengthens the security-based protocols by minimizing the 

quantity of key materials needed for deployment. This scheme 

is extremely useful in limited resources scenario and also in 

situations where designing of key management scheme is 

challenging. [11] discussed about the challenges in PL-SKG 

scheme, and propose a unique key generation scheme which 

provided merits on potential and simplicity of correction 

codes. 
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The intruder might have unauthorized access which leads 

to eavesdropping, tampering of data, interception, and 

modification. Nevertheless, to improve efficacy of WSN, 

clustering methods are deployed, but sensor nodes’ dynamic 

behavior with limited processing and storage makes secured 

transmission, a difficult one. To resolve this issue, effective 

key management is essential. [12] proposed a secured 

mechanism called as CAKE - Codeword Authenticated Key 

Exchange. It is completely based on one-way hashing with 

OTP and authentication. [13] developed a secured and 

provable key exchange protocol which is based on ECDH - 

Elliptical curve Diffie-Hellman for WSNs. Elliptical curve 

schemes are standard protocol for establishing shared keys. 

This implementation handles even a lack of authentication 

related attacks namely Man-in-the-Middle Attack. Enhanced 

energy utilization is the most primary factor. Thus an efficient 

method for securing energy in data transfer using Hierarchical 

and Dynamic ECC[14] had been proposed. LEACH – Low 

Energy Adaptive Clustering Hierarchy had been utilized for 

selecting dynamic cluster heads. Here the key management 

scheme consisted of three phases namely key – computation, 

key – exchange and, node authentication. 

B. Pair- Node Authentication: 

Since WSN is widely applied in critical applications like 

military surveillance, health care monitoring, etc., the 

vulnerability of handling the data creates high risk. Since, it is 

mandatory to maintain confidentiality during data 

transmission and the data should be authenticated in all 

aspects. [15] stated that the memory and energy restraints of 

certain sensor nodes for military applications need light 

weight cryptographic schemes and propose an asymmetric 

key cryptographic scheme. The scheme uses the base idea 

called Elliptic Curve Cryptography and as well use Identity 

Based Public Key Cryptography.  

Here, no permission is provided to third-party thereby in 

single transmission authentication is accomplished. Thus it is 

benefitted in a way that the receiving party need not to be 

active in receiving authenticated message, which decreases 

the encryption and decryption time without compromising the 

security level. 

When considering large scale scenario of IoT, the trusted 

authority would be joined by a remote server. This remote 

server would be accessed through a domestic gateway by 

using different users to bootstrap the keys that are engaged in 

secure transmission. But all these users might not fully trust 

the remote server, especially when they are holding private 

key of their sensor nodes. So to handle this issue, [16] 

developed an escrow less and light weighted authenticated key 

Agreement technique (AKA) for WSNs. Various applications 

like medical monitoring in healthcare institutions needs highly 

secured WSN network. To promote that, [17] developed an 

user authentication scheme and secured data transmission of 

health care data. This research work discussed various secure 

transmission schemes like identity-based authentication, 

mutual authentication, decentralization, multi-routes 

transmission. 

 

 

 

 

C. Cryptography: 

 

Cryptography can be defined as the study or practice of 

several techniques that are involved in secure transmission of 

data even in the presence of intruders or adversaries. Usually, 

cryptographic techniques are about developing and analyzing 

various protocols that tries to stop or prevent third party 

adversaries or unauthorized public from viewing or 

intercepting private or sensitive messages. There are several 

aspects which are major parts of modern cryptography such as 

data integrity, confidentiality, non-repudiation and 

authentication. As cryptography shows continuous progress 

and new advances, WSNs utilized its techniques to improve 

the security landscape. The cryptography techniques utilized 

by WSNs are 1) Elliptic Curve Cryptography, 2) Pairing-

based cryptography, 3) Identity based Cryptography. 

As WSNs found its wide range of applications, 

subsequently, outsiders reach to access the sensitive data by 

directly interacting with sensor nodes increase substantially. 

Since, WSNs are fragile to attacks, it is essential to provide 

security to critical or sensitive data such that it should be 

available only to legitimate users. A scheme based on two 

factor authentication combined with smart card and password 

is used to enhance security. But several two factor 

authentication protocols have been suggested. [18] proposed 

a 2 factor authentication protocol that is based on ECC for 

WSN by considering privacy awareness. This novel protocol 

accomplished several features for real life applications 

without compromising efficiency. 

[19]developed an algorithm which combined a method of 

merging of both symmetric and asymmetric methodologies 

such as AES – Advanced Encryption Standard and RSA – 

Rivest – Shamir – Adleman Algorithm followed by LZW – 

Limpel – Ziv- Welch compression. The primary objective of 

this mechanism is to encrypt the plain text via AES which led 

into faster symmetric encryption. The secondary objective 

includes encryption of plain text through RSA which leads to 

the development of secured data process. The last objective is 

to perform LZW compression. A reversal process of the 

algorithm at receiver performs decompression and finally the 

decryption step. 

Though there are several techniques proposed, these 

mechanisms faced below short-comes in certain 

circumstances. They are as follows, 

- Most of the existing methods used random number of 

node selection in order to share the master key before 

deployment. This might result in selection of 

malicious nodes, which in turn resulted in poor 

security. 

- Some of the techniques used AES, which possess 

simple encryption process. So, an adversary with 

enough connected resources can easily break AES 

encryption. 

- Most of the existing methods follow non-volatile 

approach in managing keys. This resulted in 

increased life span of master key. Master key with 

high life span would give chance for intrusion. 

The proposed security mechanisms attempts to overcome 

the above-mentioned limitations. 
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III. PROPOSED WORK 

         

  The proposed scheme block diagram is depicted in the 

figure 2. It involves four modules namely 1) SIN prediction, 2) 

LLMK distribution and pair node prediction, 3) Key generation 

4) Dynamic S-Box generation. To enhance the security of 

sensitive data against adversaries, a volatile key management 

scheme has been implemented. A master key with shorter life 

span (LLMK) gets shared with certain nodes and these nodes are 

paired up with neighboring nodes for performing data 

transmission. As mentioned, the master key is inserted into few 

nodes that are selected using objective function by GWO 

algorithm. Then, these selected node pairs are ready to transmit 

data after authentication. The authentication is done between 

the node which holds the LLMK with broadcast message and 

the receiver node that got paired.  

 The concept of volatile key technique is presented briefly 

in the following part. This concept is utilized in the proposed 

work for exploiting some of the basic operations by providing 

permissions to respond to certain problems and the security 

measures in WSNs. The symbols utilized in the equations of 

proposed work are described in Table 1.  

 Every node present in the network is preloaded by 

preliminary functions and data before the deployment of nodes. 

This helps in sharing the common keys among the adjacent 

neighbor nodes. Further, keys are established separately for 

each pair of adjacent neighbor nodes in a secured manner 

through the usage of primary configuration where MAC is 

utilized before initiating the secured communication in the 

perspective of authenticated channel. Preliminary data 

comprises of pseudo random (PR) functions, finite groups that 

comprise of LLMK (can be inserted only in certain nodes) and 

the prime numbers as shown in Table.2. Volatile Key is denoted 

as LLM� in the proposed work as the master key that would 

appear in few nodes. 

 

Table 1. Notations and Description  

Notation Description 

N Total number of nodes deployed 

n� a�� node in network 

ID� Identifier for node a 

S�→type, * : 

Node S� distributes the message 

M to each  node within the radio 

communication range 

NReq  

 NResp 

Pairwise key request and 

pairwise key response among 

the nodes 

nonce� Random number produced by S� 

X� Random group chosen by S� 

LLMK  

Limited life Master Volatile Key 

for the secure sharing of  

nonce� to n�, n� 

f(int, int) 

function that produces Pseudo-

random numbers upon accepting 

2 integral types as arguments 

K�� 
Pairwise secret key for n� and 

n� 

Counter 

Utilized for restricting a data 

replay attack; is an alternative to 

nonce 

K��M� and K� �M� 
Encryption (e), Decryption (d) 

of message ‘m’ using the key K 
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 Figure 2:  Proposed Scheme Block Diagram  

A. LLMK-Node Prediction using GWO: 

 Previously, the Master Keys (MKs) selection from the key 

pool has allowed the intruders to predict the MKs resulting into 

compromised node, network or communications. Thus, to 

handle this, proposed scheme utilizes optimization algorithm 

named GWO. The methodology of GWO algorithm is entirely 

based on hunting nature of wolves. Out of four, only three 

wolves are included in the hunting process. The decisions like 

hunting time, sleeping time are determined by wolf α. Thus, α 

wolf is designated as the leader of the wolf pack. The second 

and third β and δ wolves respectively support α in making 

decisions. The last ω wolf is allowed only for eating hence these 

are not imperative in process of hunting. Initially, all the nodes 

are initialized with the basic node configuration data. Later, 

based on objective function, α, β, δ and ω positions are updated. 

The objective function, based on estimating the information 

measure that is correlated among the nodes, can be formulated 

as below, 

 

������ = �� ∗ " � ∗ ��# ∗ "#� ∗ ��$ ∗ "$�   (1) 

Where, " = ∑ &'()
(*+

,'
-     

"# = ./
,'

-  

"$ =  
,'

-  

// " , "# and "$ are energy-based coefficients 

� = 0.5,   �# = 0.2, �$ = 1 − � − �# // Coefficient 

parameters 

789 = :�;8 − ;9�#  

<8
= = >�?@�<=�              �A 789 < <CD@E�FG�   

// <8
=- node number which are covered by �HInode 

// <CD@E�FG�-coverage area of an �HInode 

 

The above fitness function is formulated based on distance and 

energy constraints.  
The initialized α, β, δ and ω wolves along with scores and its 

positions are updated respectively using the following 

functions: 

 

For alpha wolves, 

 

JKL��GM
MNLFG = ������ , JKL��GM

OLM = ;8    ,   
                                             �A ������ < JKL��GM

MNLFG          �2�               

 

For beta wolves, 

 

        PKL��GM
MNLFG = ������ , PKL��GM

OLM = ;8       
         �A ������ > JKL��GM

MNLFG    &&  ������ < PKL��GM
MNLFG   �3�  

  

 For delta wolves, 

 

�A ������ > JKL��GM
MNLFG    && ������

> PKL��GM
MNLFG   &&  ������ < TKL��GM

MNLFG
 

 

TKL��GM
MNLFG = ������ , TKL��GM

OLM = ;8        �4�    

 

  For omega wolves, 

 

  �A ������ > JKL��GM
MNLFG    && ������ >

PKL��GM
MNLFG   &&  ������ 

> TKL��GM
MNLFG   && ������ > VKL��GM

MNLFG
 

 

VKL��GM
MNLFG = ������ , VKL��GM

OLM = ;8          �5� 

 

Where ;8 represents position updation based on upper bound 

and lower bound, explained by equation (11). The overall 

updating of all types of wolves can be formulated as below, 

 

; = JKL��GM
OLM − W X

|Z∗�[\]^_`ab]acd'�|e         �6�  

 

Where � = 2 − �� ∗ � #
8HGF�   

g = �2 ∗ � ∗ E�hi�1,1�� − �  

< = 2 ∗ E�hi�1,1�  

 

Similar process is applied for all wolves and ;#, ;$, ;j. 

  

           ;8 = �d+kdlkdmkdn�
j             �7�  

 

Finally, α position is converged and provides a solution which 

guarantees, the attacker cannot utilize the LLMK from SINs 

instantly after deployment. The final solution, that contain 

designated SINs and normal node can be obtained by the below 

equation 8. SINs are estimated based on the updating wolves’ 

positions, the process is repeated for all iterations by updating 

the wolves position, 

 

p@>�qrG=H = JKL��GM
OLM   JKL��GM

MNLFG > ������   (8) 

 

;8 = �d+kdlkdmkdn�
j   

 

The process of identifying SINs using GWO is given in 

algorithm 1. 

 

Algorithm I: SIN Identification using GWO 

 

Input: Total number of nodes s 

Output: Identified Master Node tu, Normal Node su 

Procedure: 

Step 1: 

Initialize the wolves (Sensor Nodes) position randomly 

from, ;8�� = 1,2, , … , s� ;9�� = 1,2, , … , s� 

Maximum iteration, ��@E = 500 

Lower Bound, w" = −100  

Upper Bound, x" = 100  

Initialize JKL��GM
MNLFG , PKL��GM

MNLFG
, TKL��GM

MNLFG
 and   

VKL��GM
MNLFG  

Step 2: iterate the process to maximum iterations, 

yℎ�w@ �� <  ��@E  
      �w�{|O

8 =  }1          ;8 > x"
0                @w>@   
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      �w�{~�
8 =  }1          ;8 < w"

0                @w>@  

      Update the position based on the updating  x" and w" 

        ;8 =  ;8 ∗ ��w�{|O − �w�{~�� + �x" ∗ �w�{|O� +
                       �w" ∗ �w�{~��              �11�  

;9 =  ;9 ∗ ��w�{|O − �w�{~�� + �x" ∗ �w�{|O�
+ �w" ∗ �w�{~�� 

        Step 3: 

        Execute the objective function based on the estimation    

        of information measure, correlation among the nodes,     

        using equation (1).  

        Step 4:  

        Update α, β, δ and ω wolves score and position, using    

        equation (2 – 5).  
        Step 5: Update position of all wolves, using      

        equation (6).  
        Iterate the process for all wolves and estimate, using  

       equation (7).  

        Step 6: Best agents are estimated based on the  

       updating wolves’ positions, using equation (8).  

End while 

Step 7: This process is repeated for all iterations and 

the final solution identifies strategically important 

nodes (SIN). 

 

B. Pair node prediction, volatile key (LLMK)and shared key 

generation using Secure Hash Algorithm (SHA): 

 The SINs and neighbor nodes, that are ready for 

transmission, are authenticated. The authentication is done 

through SHA, which involves generating the nonce message 

and shared key for the node which holds the volatile key and 

the node involved in communication. The volatile key has been 

generated for a SIN along with limited key’s lifetime. Limited 

Life Volatile Master key (��t�� generation can be formulated 

as below, 

 

 ��t� = �tu
8� , E�hi� HL  , E�hi�h�  HL  �  �       (12) 

 Where tu
8� – Master node Id, 

E�hi – random value generated between 0 to 1 

E�hi�h� - random value generated between 1 to 10 

 

 After volatile key generation, the master node sends the 

request message NReq to the adjacent neighbor nodes along 

with prime number which is selected from the prime number 

group (in table 2). 

���E=L�G = su
8�    �h@�{ℎ"CE hCi@ w�>��            (13) 

 where su
8�    = Neighbor node. 

Table. 2 Prime Number Groups 

 
 Further, among the various neighbor nodes around the 

SIN, only one node is designated as a pair node. A finite number 

of prime numbers are selected in a random manner and are 

partitioned into groups in such a manner that every intersection 

among two separate groups comprise of at least one prime 

number. Through this the process of key computation is 

distributed among two adjacent nodes, where each node �� and 

�� do randomly select one group. The intersection of these 

groups is represented as common prime number which are 

selected by �� and ��. 

 The neighbor node �� generates nonce message by 

employing hash algorithm by considering the prime numbers. 

There exist five different available hash functions such as 160, 

224, 256, 384, and 512 bit combinations. Out of these only one 

hash function is selected at any point of time. 

  hCh�@� = ℎ�>ℎ�;�� 

 The SHA is used for authentication and generates a 

cryptographic message digest algorithm which is similar to 

MD4 group of hash functions. A hash function can be defined 

as a function which takes the variable of size m as input and 

generates fixed-size string output, commonly known as hash 

value h (i.e. h=H(m)). Hash functions along with these 

properties have various computational uses. However, when it 

is employed in cryptography these functions requires, a) the 

input data ‘x’ of any length, b) The fixed length output, c) H(x) 

can be easy for computing some given value of x, d) H(x) is a 

unique function. 

 

Algorithm II: Secure Hash Algorithm 

 

Input: Common Prime number, �7� and �7�  

Output: Predicted SINs message security 

 

Procedure: 

Step 1: Initialize variables: 

��G==64   

���NH=1 

�O��=64   //pad zero 

h0 := 0x67452301 

h1 := 0xEFCDAB89 

h2 := 0x98BADCFE 

h3 := 0x10325476 

h4 := 0xC3D2E1F0 

Step 2: Pre-processing: 

ml = message length in bits (always a multiple of the number of 

bits in a character). 

�M8�G=512*(���NH); 

��=sign(rand(1, ��G=)-0.5)+1)*0.5; 

for uu=1: ��G=  

    ���xx�=mod(uu,2) 

End 

Let initialize the message input, 
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�>{8=O=message_input; 

for ii=1: w@h{�ℎ��>{8=O� 

    �MHF����=strcat(    

�MHF , i@�2"�h�ℎ@�2i@���>{8=O����, 4��) 

End 

�MHF=�MHF�1: ��G=� 

�F�K_512=char(); 

"w�=|�=fix(length(�MHF)/512*���NH) 

If (mod(length(�MHF))),(512, ���NH)==0) 

    "w�=|�="w�=|� − 1 

End 

@�hi=|�=512*���NH*("w�=|� + 1)-mod(length(�MHF)) 

 for k=1:128*("w�=|� + 1)* ���NH  

�F�K_512=strcat(�F�K_512, i@�2ℎ@��"�h2i@���MHF�4 ∗
�� − 1� + 1: 4 ∗ ��) 

end 

while (mod(diff_k,512*���NH)) 

�h�_�=�h�_�+1 

i�AA_�=�">��h�_�+1-448*���NH  

Step 4: Process the message m in consecutive 512bit chucks 

for each chunk 

    break chunk into sixteen 32-bit big-endian words w[i], 0 ≤ i 

≤ 15; 

Step 5: Extend the sixteen 32-bit words into eighty 32-bit 

words: 

    for i from 17 to 80 

        w[i] := (w[i-3] xor w[i-8] xor w[i-14] xor w[i-16]) 

leftrotate 

  Step 6: Initialize hash value for this chunk: 

    a := h0 

    b := h1 

    c := h2 

    d := h3 

    e := h4 

    Main loop:  

     for i from 0 to 80 

     if 0 ≤ i ≤ 20 then 

         f := (b and c) or ((not b) and d) 

        k := 0x5A827999 

      else if 21 ≤ i ≤ 40 

        f := b xor c xor d 

        k := 0x6ED9EBA1 

      else if 41 ≤ i ≤ 60 

        f := (b and c) or (b and d) or (c and d)  

        k := 0x8F1BBCDC 

      else if 61 ≤ i ≤ 80 

        f := b xor c xor d 

        k := 0xCA62C1D6 

       temp := (a leftrotate 5) + f + e + k + w[i] 

        e := d 

        d := c 

        c := b leftrotate 30 

        b := a 

        a := temp     

Step 7: Add this chunk's hash to result (Authenticated message) 

so far: 

    h0 =mod(bin2dec(h0)+ bin2dec(a’),4294967296); 

    h1 = mod(bin2dec(h1)+ bin2dec(b’),4294967296); 

    h2 = mod(bin2dec(h2)+ bin2dec(c’),4294967296); 

    h3 = mod(bin2dec(h3)+ bin2dec(d’),4294967296); 

    h4 = mod(bin2dec(h4)+ bin2dec(e’),4294967296); 

    Ho= dec2hex(h0,32) 

    H1= dec2hex (h1,32) 

    H2= dec2hex (h2,32) 

    H3= dec2hex (h3,32) 

    H4= dec2hex (h4,32) 

 g�GM = >�E�����0, �1, �2, �3, �4� 

Step 8: Verified authentication message by SIN node which is 

generated and received from the chosen pair node. 

 

Shared key generation 

 Shared key is generated at �� and is denoted as ��� . 

��� = A�hCh�@� , �7�,�7� , ��
�, ��

�, ��
�, ��

�� 

Where, ��
�, ��

�, ��
�, ��

�
 are the two-dimensional coordinates of 

SIN node and pair node location respectively. 

 Pair node sends a response message NResp to the SIN 

along with hash function and selected prime number group.  

s�@�� = �ℎ�>ℎ�|=N , ;�� 

 SIN upon receiving this response message, then generates 

nonce at �� .  Further, the shared key using generated nonce 

hCh�@� is generated using chosen hash function and common 

prime number. 

   hCh�@� = ℎ�>ℎ�;�� 
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 Next, the SIN encrypts the volatile key ��t� using 

generated shared key ��� . 

����t�� = ������� 

 

C. Key generation using gradient approach and Key sharing 

using Super-singular Isogeny Diffie Hellmann (SIDH): 

 Encrypted volatile key ��t�  is transmitted to �� using 

super singular Diffie Hellmann algorithm. 

  

SIDH: 

 This cryptographic algorithm has been utilized for 

establishing a secret key among dual parties under the uncertain 

and unreliable transmission channel. It has been designed in 

such a way that it resists cryptanalytic attack caused by an 

intruder. It claims as one of the small key sizes along with 

compression. The public key with 2699 bit is utilized at 128 bit 

quantum security level. This SIDH establishes a set of super 

singular elliptic curves along with their isogenies. An isogeny 

(�� between elliptic curves �, �  can be defined in equation 14, 

    �: � → �     (14) 

The SIDH can be set up as the prime of the form as, 

  � = wq
G¢ . w£

G¤ . A ∓ 1         �15� 

  Where wq, w£ - > small primes, 

         @q, @£   -> Exponents, 

         f ->  small co-factor 

Thus, the curve has two large subgroups such as �[wq
G¢] 

and�[w£
G¤], that are assigned for paired nodes respectively. Each 

node starts the protocol by choosing a random cyclic subgroup 

(secretly) and compute the corresponding secret (isogeny). The 

efficiency of the SIDH can be analyzed during key exchange 

among the paired nodes, where each of them transmits 

information of two co-efficients (mod�#) which in turn defined 

two elliptic curve points and an elliptic curve. Each elliptic 

curve needs wC{#�# bits. Hence for two curve points, it amounts 

to 8wC{#�#+4 bits, which is 6144 bits for 768 bit modulus p. 

But it can be reduced to 2640(330 bytes) using compression 

techniques. Along with compression methods, SIDH has same 

bandwidth constraint as 3072 – bit Diffie-Hellman exchange. 

Thus, it makes the SIDH applicable to schemes that have 

smaller memory space requirements. 

 

Algorithm III: Key generation using SIDH and Key-

sharing using SIDH 

Input: Authentication Message M, pair nodes Id �s8�, 

Pair node position �sd and �s¨ 

Output: Secret Key � 

 
Procedure: 

Step1: consider the authentication message as nonce. 

sCh�@ = iCx"w@�t�  // convert the authentication 

message into integer format. 

Step 2: Combine this information and perform gradient 

computation, 

< = ��s8� , �sd , �s¨ , sCh�@�  

© = ª,
�.«  � + ª,

�.«  ¬         (16) 

Step 3: Form the secret key based on the unique estimated 

gradient, 

� = xh�x@�©�  

Step 4: Share the generated secret key to the pair node via 

Super singular Isogeny Diffie Hellman algorithm, 

�@�@�D@E�G� = ��7����    (17) 

 

Decrypt volatile key ��t�   at ��, 

7���t�� = 7������ 

 

D. Blow Fish Algorithm based generated Dynamic S-Box 

using Key 

Blow Fish Algorithm: 

 Blowfish is said to be a 64 – bit block cipher, lightweight, 

and highly secured algorithm[20]. It can be implemented 

through software or hardware implementation. The 

confidentiality of key encryption is utmost significant in case of 

symmetric ciphers (i.e. Blowfish).  Hardware implementation 

of blowfish has higher advantages than software 

implementation viz., rapid processing, minimal delay and 

extremely secured. It is one such employment of hardware 

which uses hard-wired components. In this blow fish algorithm, 

XOR operation is represented by the symbol ⨁. Almost 18 sub 

keys are required to execute this algorithm, along with non-

linear function F. This F function utilizes 4 Dynamic S-Boxes 

or substitution boxes, each containing 256 [32-bit] entries. The 

S- boxes are generated using the algorithm IV. 

 

Algorithm IV: Blow Fish Algorithm based generated 

Dynamic S-Boxes using Key K. 

 
Input: Secret Key K 

Output: ��FF , ��L� 

 

Procedure: 

Step 1: Convert hexadecimal key into decimal format,  

� = ℎ@�2i@����  // hexadecimal to decimal 

Step 2: Convert decimal to binary format and concatenate 

each adjacent rows of the key element to horizontal 

arrangement, 

�# = ℎCE?����i@�2"�h�� �� // ℎCE?��� – horizontal 

wise concatenation of two vectors, i@�2"�h – decimal to 

binary conversion. 

Step 3: Initialize P-array and Dynamic S-Box using 

random values and updated key matrix, 

��FF = ℎCE?����i@�2"�h�ℎ@�2i@��E�hi���  

��L� = ℎCE?����i@�2"�h Wℎ@�2i@��¯���8�G�e�  

��FF = ��FF ⊕ �#  // ⊕ -  bitwise XOR operation 

��L� = ��L� ⊕ �#   

Generated s box with the dimension of ��L�[4][256] 
 

Blow Fish Encryption & Decryption: 

 

 Here the block size of the proposed cipher is 64 – bits, which 

will encrypt the block ‘x’ and then is also decrypted. 
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Algorithm V: Blow Fish Algorithm based Encryption and 

Decryption. 

 

Input: Plain text t@>±² 

Output: Encrypted Text <E³��², Decrypted Text 7@�E³��² 

 

Step 1: Perform blow fish encryption process, 

Let � = t@>±²�1: 4� // Consider 1 to 4 bits  

� = t@>±²�5: 8�  // Consider 5 to 8 bits  

ACE ��h� � = 0 ;  � < 16 ;  � +=  2� �  
      � = � ⊕  ��FF[�];  

� = � ⊕  t@>±²���;  
� = � ⊕  ��FF[� + 1];   
� = � ⊕  t@>±²���; �  

 � = � ⊕  ��FF[16];   
  � =  � ⊕  ��FF[17];  
  <E³��² =  >¶�� ��, ��;  
Step 2: Perform blow fish decryption process, 

Let � = t@>±²�1: 4� // Take 1 to 4 bits  

� = t@>±²�5: 8�  // Take 5 to 8 bits  

ACE ��h� � = 16 ;  � >  0 ;  � −=  2� �  
      � = � ⊕  ��FF[� + 1];  

� = � ⊕  t@>±²���;  
� = � ⊕  ��FF[�];   
� = � ⊕  t@>±²���; �  

 � = � ⊕  ��FF[1];   
  � =  � ⊕  ��FF[0];  

  7@�E³��² =  >¶�� ��, ��; 
    

It is noted that, these substitution-boxes are generated for every 

encryption, thus, the schemes dynamic nature increases the 

difficulty for the attacker in predicting the keys. 

 

IV. PERFORMANCE ANALYSIS 

This section analyzes the proposed scheme's performance using 

the following key metrics: 

• SIN (LLMK) nodes vs. Node Density: The impact of 

node density on the master key's (LLMK) lifetime, 

where the  Sensor nodes are randomly deployed within 

an 300m*300m simulation area is investigated. 

Considering the three different random deployment 

scenarios, the LLMk is inserted into the central nodes 

and border nodes in the WSN. This enables to observe 

the scheme's behavior at time 't' and determine how 

node location affects execution time, security 

attributes and resource utilization. 

• Delay Time vs. Number of Neighbor Nodes: This 

analysis explores the relationship between the number 

of neighboring nodes and the delay experienced in the 

key distribution process with varying node density. 

• Energy Consumption Overhead: The energy 

consumption of the proposed scheme compared to 

existing solutions is evaluated. 

 

 

 

SIN vs. Node Density (Detailed Analysis):  

Deployment Scenario 1 

The first scenario focuses on randomly deploying the SNs and 

assessing the influence of parameters on the execution time of 

the proposed keying technique. Here, a low execution time is 

associated with the initial position and number of nodes holding 

the master key. As shown in figure 3, the proposed scheme 

efficiently performs the keying process across the entire 

network within 400ms. Additionally, out of 100 nodes, 94 

successfully receive the volatile key, resulting in significantly 

higher key availability and key distribution in the WSN 

compared to the previous Self-VKS scheme [21]. 

 
Figure 3 LLMK vs node density – deployment scenario #1 

 

ii. Deployment Scenario 2  

As illustrated in figure 4, the proposed scheme efficiently 

completes the keying process throughout the network within 

410 milliseconds. Furthermore, 88 out of 100 nodes 

successfully receive the volatile key, achieving a superior level 

of key availability within the network compared to the prior 

Self-VKS scheme [21]. 

 

Figure 4. LLMK vs node density – deployment scenario #2 
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i. Deployment Scenario # 3 

As shown in figure 5, the proposed scheme efficiently performs 

the keying process throughout the network within 405 

milliseconds. Additionally, 91 out of 100 nodes successfully 

receive the volatile key, demonstrating a significantly higher 

level of key availability compared to the prior Self-VKS 

scheme [21]. 

 

Figure 5. LLMK vs node density – deployment 

scenario #3 

 

1) LLMK lifetime Vs node density 

This section examines the impact of node density on the 

lifetime of volatile keys within the Wireless Sensor Network 

(WSN). Traditional approaches to secure communication in 

WSNs incur significant collision management overhead due to 

the broadcast nature of the communication channel and 

processing time associated with volatile key communication. 

To address this challenge, prior works have resorted to 

extending the key lifetime to around 25 seconds [21]. 

In contrast, the proposed scheme eliminates the need for 

extended key lifetimes. Each node (ith  node) can successfully 

communicate the volatile key to its 'n' neighboring nodes within 

the WSN before the key expires, achieving this feat within a 10-

second time interval. Figures 6 to 8 visually depict the 

relationship between volatile key lifetime and time within the 

WSN with respect to the node density. 

 
Figure 6. LLMK lifetime vs node density – for deployment 

scenario #1 

 
Figure 7. LLMK lifetime vs node density – for deployment 

scenario #2   

 

 

 
Figure 8. LLMK  lifetime vs node density – for deployment 

scenario #3  

 

2) Energy consumption overhead 

Energy Efficiency Analysis: 

The proposed scheme minimizes energy consumption during 

session establishment between SNs due to several factors. 

Unlike traditional approaches, not all SNs in the Wireless 

Sensor Network (WSN) need to generate and encrypt nonces 

before the keying process begins. This significantly reduces 

energy expenditure. 

The total energy consumption for the network can be expressed 

as Em = (k + 1)N, where Em represents the energy spent as a 

function of the number of messages sent (N) and k denotes the 

average number of neighbors between each node pair [21]. This 

formula highlights the impact of several factors on energy 

efficiency: 

• Node Density (N): As ‘N’ increases the total number 

of messages transmitted increase as well, thus 

resulting into spending more energy per node. 

• Packet Size: Larger packet sizes contribute to 

increased energy consumption. 

• Encryption/Decryption Cost: The choice of 

encryption and decryption algorithms and their key 

size significantly affect node energy and other 

resource usage. 
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During the keying process, each sensor transmits a discovery 

message and receives a maximum of k messages from its 

neighbors. Based on these calculations, the average energy 

consumption per sensor (Em) can be estimated as (k + 1) [21]. 

V. CONCLUSION 

This proposal presents a novel key management scheme (KMS) 

designed for dynamically scalable, secure data communications 

in Wireless Sensor Networks (WSNs). The suggested 

deterministic technique makes use of an encrypted nonce that 

corresponds to a plain text message. Because of this, nodes may 

effectively continue the key formation process even in 

situations when initially just a portion of nodes have the master 

key. Through this approach, the number of messages needed for 

key establishment is minimized, resulting in a considerable 

reduction of data transmission energy usage. In addition, 

capacity and processing demands on sensor nodes are 

substantially reduced. Critical sensor node behaviors including 

dynamic node movement, secure node addition, and key 

renewal are all fully covered by the method. The efficiency of 

the scheme in terms of keying time and robustness against 

different WSN assaults is shown by a thorough security study. 

 

VI. FUTURE SCOPE 

Asynchronous Duty cycles:  
It is suggested that asynchronous sensor duty cycles be 

investigated for optimal energy use and routing effectiveness. 

 

 

Relevance to IoT:  

The incorporation of IoT into WSNs increases the ubiquitous 

nature of sensor networks. Future study might be beneficial in 

evaluating the suggested key management, routing, and 

security systems in the context of Internet of Things 

applications with a consideration of devices with limited 

resources.  

 

Considering Dynamic Networks: 

The existing technique for managing symmetric volatile keys 

requires a static network design with fixed placements for 

sensor nodes. Future research should focus on creating and 

assessing these techniques for dynamic network topologies on 

mobility of nodes in heterogeneous environments.  

 

Enhanced Security with Surveillance Nodes:  

Adding "surveillance nodes" to the typical network deployment 

plan might bolster WSN security. These nodes would 

monitor network traffic, including potentially harmful 

behavior. Through the identification and elimination of bad 

actors, surveillance nodes establish connections only with 

securely configured nodes. Moreover, it is promising to use 

artificial intelligence techniques in these monitoring nodes for 

compromised node rehabilitation and recovery.  
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Abstract: Leukemia, a complex hematologic malignancy, presents a formidable challenge in 

oncology due to its diverse subtypes and intricate diagnostic landscape. This paper provides 

an extensive literature review encompassing the classification of leukemia and exploration of 

various diagnostic approaches. Various methods such as blood tests, bone marrow aspiration, 

cytogenetic analysis, molecular testing, flow cytometry, and imaging tests are examined 

alongside recent advancements in diagnostic technologies. The review synthesizes studies 

highlighting the efficacy of innovative detection methodologies, including terahertz radiation, 

machine learning algorithms, deep learning models, and image processing techniques, in 

leukemia diagnosis.Furthermore, the paper presents an approach that utilizes pathological 

report analysing blood parameters and identifying correlations with different leukemia types 

using clustering techniques.  

1. Introduction:  

Cancer is characterized by uncontrolled cell growth, division, and invasion into other 

tissues due to genetic mutations. Mutated cells replicate uncontrollably, forming cancerous 

tissues responsible for further proliferation. Symptoms arise from cancerous cells invading 

other tissues, a process known as metastasis, spreading cancer throughout the body and 

impairing organ function. While cancer can affect individuals of any age, most types are more 

prevalent in older individuals due to accumulated DNA damage. Cancer is a leading cause of 

death in developed countries, driving extensive research in oncology for effective treatment 

strategies(https://en.wikipedia.org/wiki/Cancer). 

There is no sure cure for cancer. It can only be cured if all of the cancerous cells are cut out or 

killed in place. This means that the earlier the cancer is treated, the better the chances are for 
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a cure (because the cancer cells may not have had enough time to copy themselves and spread 

so much that the person cannot be cured).There are many different types of cancer, and each 

has its own symptoms and causes. Even with the same type of cancer, different people may 

have different symptoms, and may react to treatments differently; their cancer also may grow 

or spread at different speeds. Treatment has to be a good fit to both the type of cancer and the 

individual patient who has the cancer. 

The paper is organized such that section 2 deals with Leukemia and WBC classes, section 3 

emphasis literature review, section 4 presents proposed methodology followed by the 

conclusion. 

2. Leukemia 

Leukemia, or leukaemia, denotes a malignancy affecting white blood cells and bone 

marrow, characterized by an overproduction of leukocytes. Its severity and prognosis vary 

depending on the leukemia subtype. In 2000, approximately 256,000 individuals globally 

developed leukemia, with about 209,000 succumbing to the disease. The majority of cases, 

around 90%, occur in adults(https://en.wikipedia.org/wiki/Leukemia). 

Blood comprises various types of cells, including white blood cells (monocytes, lymphocytes, 

neutrophils, eosinophils, basophils, and macrophages), red blood cells (erythrocytes), and 

platelets. 

White blood cells are produced by different tissues in the body. Around 60 to 70 percent of 

white cells, known as granulocytes, are generated in the bone marrow in adults. 

Lymphocytes, accounting for 20 to 30 percent, are produced in lymphatic tissues like the 

thymus, spleen, and lymph nodes. Monocytes, comprising 4 to 8 percent of white cells, are 

produced in reticuloendothelial tissues such as the spleen, liver, and lymph nodes. An average 

healthy adult has between 4,500 and 11,000 white blood cells per cubic millimetre of blood, 

with fluctuations occurring throughout the day. 

2.1 WBC Classes  

White blood cells are categorized into major classes: 

Lymphocytes, further divided into B cells and T cells, play a crucial role in recognizing and 

eliminating foreign agents from the body. B lymphocytes produce antibodies to destroy 
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foreign microorganisms, while T cells identify and destroy virally infected or cancerous cells. 

Natural killer (NK) cells also contribute to this process. 

Granulocytes, the most abundant white cells, combat large pathogens like protozoans and 

helminths, and play a role in allergy and inflammation. They contain cytoplasmic granules 

with potent chemicals and are subdivided into neutrophils, eosinophils, and basophils based 

on their dye uptake in the laboratory. 

Monocytes, constituting 4 to 8 percent of white blood cells, transform into macrophages at 

sites of infection. Macrophages act as scavengers, phagocytosing microorganisms and 

cellular debris, and play a key role in the immune response by presenting antigens to T 

lymphocytes. Figure2.1 summarizes various classification of 

WBC(https://en.wikipedia.org/wiki/White_blood_cell).  

 

Figure 2.1: WBC Classification 

Acute type of Leukemia shows rapid growth or spread of cancer. Chronic type of Leukemia 

shows slow growth or spread of cancer. ALL- Acute Lymphoblastic Leukemia. Common in 

children and more in male. It indicates Non-specific esterase (NSE). Symptoms have low HB 
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and platelets. There is presence of lymphoblast. AML- Acute myeloblastic Leukemia 

Common in adults. There is presence of Auer rods in blast cells. It indicates Non-specific 

esterase (NSE). Symptoms have low platelets. There is presence of myeloblast cells. CLL- 

Chronic lymphoblastic Leukemia. It indicates slow progression. It’s mostly seen in 60 years 

and above WBC count is high. Platelets count low. There will be presence of smear cells. 

CML- Chronic myeloblastic Leukemia. There is presence of myeloid cells. WBC has 

Neutrophil, Monocyte, Basinophil and Eosinophil. High WBC count in blood report.  

ALL is characterized by the rapid proliferation of immature lymphocytes, leading to 

symptoms such as fatigue, pale skin, fever, bruising, and enlarged lymph nodes. CLL, on the 

other hand, is marked by excessive lymphocyte production, often progressing gradually over 

years. Initial stages may be asymptomatic, while later stages may manifest as non-painful 

lymph node swelling, fatigue, fever, night sweats, or weight loss. AML involves the rapid 

growth of abnormal myeloid cells, leading to symptoms like fatigue, shortness of breath, 

bruising, and increased infection risk. Diagnosis typically involves bone marrow aspiration 

and specific blood tests. 

Treatment for leukemia varies depending on the subtype and individual factors. 

Chemotherapy is commonly used to induce remission, followed by additional therapies such 

as radiation or stem cell transplant. Targeted therapies may also be employed based on 

genetic mutations present in the cancer cells. Overall, collaborative efforts among 

researchers, clinicians, and patients are essential in improving outcomes and advancing 

leukemia treatment strategies. 

3. Literature Review 

In the diagnosis of leukemia, a variety of diagnostic techniques are utilized to accurately 

identify different types of the Leukemia types. These methods encompass: 

1. Blood Tests: Complete blood count (CBC) and peripheral blood smear examination to 

identify abnormal blood cell counts and morphology. 

2. Bone Marrow Aspiration and Biopsy: Direct examination of bone marrow cells for 

abnormalities in cell morphology and proliferation. 

3. Cytogenetic Analysis: Examination of chromosomal abnormalities, such as 

translocations, using techniques like karyotyping and fluorescence in situ 

hybridization (FISH). 
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4. Molecular Testing: Polymerase chain reaction (PCR) to detect specific genetic 

mutations, like BCR-ABL1 in chronic myeloid leukemia (CML) or FLT3 mutations in 

acute myeloid leukemia (AML). 

5. Flow Cytometry: Immunophenotyping of leukemia cells based on cell surface 

markers to classify leukemia subtypes and assess their immunophenotypic profiles. 

6. Imaging Tests: X-rays, computed tomography (CT), magnetic resonance imaging 

(MRI), or positron emission tomography (PET) scans to detect organ enlargement or 

infiltration by leukemia cells. 

Each method has its advantages and may be used alone or in combination to achieve an 

accurate diagnosis of leukemia. We have presented a brief review of the same in the below 

section.  

Cheon et al. [1] used terahertz radiation to detect and manipulate DNA methylation in blood 

cancer cell lines, suggesting its potential in cancer treatment.  Xing and Yilin [2] enhanced 

the KNN algorithm for medical health big data classification, improving efficiency and 

accuracy. Safuan et al. [3] proposed a CNN algorithm to automate White Blood Cell (WBC) 

detection, with VGG showing superior performance. 

Nighat et al. [4] introduced an IoMT-based framework for leukemia detection, enabling real-

time testing and diagnosis. Jabeen et al. [5] developed a method for early leukemia detection 

using image analysis, offering a rapid, cost-effective alternative. Hossain et al. [6] proposed a 

Faster-RCNN-based system for early leukemia detection in Bangladesh, integrating with 

smartphones for rural areas. Genovese et al. [7] introduced a machine learning-based 

approach for enhancing blood sample images and classifying ALL from normal samples. 

Pałczyński et al. [8] developed an optimized neural network architecture for acute 

lymphoblastic leukemia diagnosis, achieving high accuracy.Aftab et al. [9] focused on Acute 

Leukemia detection using deep transfer learning, achieving high accuracy. Atteia et al. [10] 

introduced a Bayesian-optimized CNN for acute lymphoblastic leukemia detection, achieving 

superior classification accuracy. 

Zhong et al. [11] developed an AI model for acute leukemia diagnosis using multiparameter 

flow cytometry, showing promising clinical application.Genovese et al. [12] presented a 

method for detecting ALL using histopathological transfer learning, showing enhanced 

accuracy. Khademi et al. [13] explored nanotechnology-based diagnostics and therapeutics 

for acute lymphoblastic leukemia, revealing promising applications. 
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Desi et al. [14] introduced an automated optical image processing system for blood disorder 

identification, enhancing accuracy and processing time.Hossain et al. [15] focused on early 

leukemia prediction using a supervised machine learning model, achieving high accuracy. 

Armya et al. [16] assessed leukemia detection using machine learning classifiers, with Naïve 

Bayes showing the highest accuracy. Diana et al. [17] automated leukocyte classification 

using deep learning, surpassing the Naive Bayes Classifier in accuracy. Jusman et al. [18] 

developed a system program for early leukemia detection using image processing, achieving 

high accuracy. Kumar et al. [19] utilized microscopy image processing software for acute 

lymphoblastic leukemia detection, enhancing diagnostic accuracy. 

Della et al. [21] investigated various molecular methods for minimal residual disease 

evaluation in acute lymphoblastic leukemia, suggesting potential advantages of new 

molecular approaches.Varadarajan et al. [22] explored novel therapeutic approaches for 

relapsed acute lymphoblastic leukemia post allogeneic hematopoietic cell transplantation in 

adult patients. 

Hoffmann et al. [23] developed Cinderella, an XAI method for measuring haemodilution and 

minimal residual disease in acute myeloid leukemia. 

Devi et al. [24] introduced the GBHSV-Leuk method for acute lymphoblastic leukemia 

detection, achieving high accuracy.Hossain et al. [25] proposed a supervised machine 

learning model for leukemia detection, achieving high accuracy and generating explainable 

rules. Ananth et al. [26] developed a small image processing method for leukemia detection, 

showing greater effectiveness than previous methods. Sridhar et al. [27] employed deep 

learning techniques for early leukemia detection, achieving notable accuracy. 

Das et al. [28] systematically analysed segmentation and classification approaches for acute 

lymphoblastic leukemia detection, emphasizing the efficacy of deep learning. Hoffmann et al. 

[29] investigated the potential of MPFC data from chronic lymphocytic leukemia samples to 

predict outcomes using XAI. Molin et al. [30] developed CircFusion, a software tool for 

detecting linear fusion transcripts and f-circRNAs in cancer cells with rearranged genomes. 

Hoffmann Khalil et al. [31] studied CD200 expression in leukemic B cells and its correlation 

with clinical findings in acute lymphoblastic leukemia patients. Liu [32] explored SETD2 

expression in acute myeloid leukemia patients, revealing its association with treatment 

response and survival outcomes. 
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Tiago et al. [33] highlighted the potential of DNA methylation-based tests in molecular 

cancer early detection (MCED), particularly in combination with AI. Pier et al. [34] examined 

the relationship between physical activity and mental health outcomes among adolescents 

during the COVID-19 pandemic. Mansoor et al. [35] investigated gamma-tocotrienol as a 

potential inhibitor for the BCR-ABL1 fusion protein in leukemia therapy. 

Sakthivel et al. [36] proposed an approach for classifying Acute Lymphoblastic Leukemia 

(ALL) and Multiple Myeloma (MM) using image processing techniques. Rawal et al. [37] 

fabricated Ag/Au thin film electrodes for monitoring serum albumin levels as a prognostic 

biomarker for blood cancer.The summary of the same has been provided in the table 3.1.  

Table 3.1: Literature Review Summary  

SI.NO. 

(Refere
nces) 

TITLE SAMPLE 
COLLECTION TECHNIQUES/METHODS TYPES OF LEUKEMIA ACCURACY 

 
[1] 

Detection and manipulation of 
methylation in blood cancer 
DNA using terahertz radiation 

BLOOD Terahertz radiation 
andTerahertz time-domain 
spectroscopy 

Blood cancer 10% to 70% 

 
[2] 

Medical Health Big Data 
Classification Based on KNN 
Classification Algorithm 

Hospital, Public 
health and 
community 
healthcare data base 

KNN algorithm based 
oncluster denoising and 
density cropping 

Blood cancer Single-
category classi 
cation and 
multi-category 
classification 

 
[3] 

Investigation of white blood cell 
biomarker model for acute 
lymphoblastic leukemia 
detection based on convolutional 
neural network 

Immature White 
Blood Cells (WBCs) 
called lymphoblast 

Convolutional Neural 
Network (CNN) 

Acute Lymphoblastic 
Leukemia (ALL) 

99.13% 

 
[4] 

IoMT-Based Automated 
Detection and Classification of 
Leukemia Using Deep Learning 

Bone marrow and/or 
blood 

Dense Convolutional 
Neural Network 
(DenseNet-121) and 
Residual Convolutional 
Neural Network (ResNet-
34) 

Acute or chronic 
Leukemia & ALL, AML 

99.91% and 
99.96% 

 
[5] 

Leukemia Detection Mechanism 
through Microscopic Image and 
ML Techniques 

Blood components 
(Neutrophils, 
Eosinophils, 
Basophils, 
Lymphocytes and 
Monocytes) 

Faster-RCNN machine 
learning algorithm 

Acute Lymphocytic 
Leukemia (ALL) 

90% 

 
[6] 

Acute lymphoblastic leukemia 
detection based on adaptive un-
sharpening and deep learning 

 

Peripheral blood 
samples 

 

Deep Learning, CNN Acute Lymphoblastic (or 
Lymphocytic) Leukemia 
(ALL) 

96.84% 
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[7] 

Executing Spark BigDL for 
Leukemia Detection from 
Microscopic Images using 
Transfer Learning 

 

Bone marrow & 
blood cells  

 

1. BigDL library using 
apache spark framework  
2. Convolutional Neural 
Network (CNN) 
architecture GoogleNet 
deep transfer learning 

Acute Myeloid Leukemia 
(AML), Actuate 
Lymphocytic Leukemia 
(ALL), Chronic Myeloid 
Leukemia (CML) and 
Chronic Lymphocytic 
Leukemia (CLL)  

1)97.33% and 
94.78%  
2)96.42% and 
92.69% 

 
[8] 

Histopathological Transfer 
Learning for Acute 
Lymphoblastic Leukemia 
Detection 

Blood samples  1) BigDL library using 
apache spark framework  
2)  CNN deep learning 
model                      Deep 
Learning, CNN Transfer 
Learning, Histopathology 

Acute Lymphoblastic (or 
Lymphocytic) Leukemia 
(ALL) 

1)97.33% and 
94.78% 
2)96.42% and 
92.69% 
training and 
validation 

 
[9] 

 IoT Application of Transfer 
Learning in Hybrid Artificial 
Intelligence Systems for Acute 
Lymphoblastic Leukemia 
Classification 

Bone marrow MobileNet v2 encoder 
pre-trained on the 
ImageNet dataset and 
machine learning 
algorithms, XGBoost, 
Random Forest, and 
Decision Tree algorithms 

Acute lymphoblastic 
leukemia 

97.4%.  

 
[10] 

BO-ALLCNN: Bayesian-Based 
Optimized CNN for Acute 
Lymphoblastic Leukemia 
Detection in Microscopic Blood 
Smear Images 

Lymphocytes in the 
blood or bone 
marrow, blood smear 

Bayesian-based optimized 
convolutional neural 
network (CNN) 

Acute lymphoblastic 
leukemia (ALL) 

100% 

 
[11] 

Diagnosis of Acute Leukemia by 
Multiparameter Flow Cytometry 
with the Assistance of Artificial 
Intelligence 

Peripheral blood (PB) 
and bone marrow 
(BM) specimens, and 
cytogenetic and 
molecular data 

AI assisted multiparameter 
flow cytometry (MFC) 
diagnosis 

Acute leukemia   

Not mentioned 

 
[12] 

Analysis of IoT based Leukemia 
Detection Techniques 

Blood cells 
(leucocytes) 

Convolutional neural 
networks (CNNs), deep 
learning, image 
processing, and machine 
learning 

Acute lymphoblastic 
leukemia (ALL) 

  

 

Not mentioned 

 
[13] 

Diagnosis of Acute Leukemia by 
Multiparameter Flow Cytometry 
with the Assistance of Artificial 
Intelligence 

Peripheral blood (PB) 
and bone marrow 
(BM) specimens, and 
cytogenetic and 
molecular data 

AI assisted multiparameter 
flow cytometry (MFC) 
diagnosis 

Acute leukemia   

Not mentioned 

 
[14] 

Identification of critical 
hemodilution by artificial 
intelligence in bone marrow 
assessed for minimal residual 
disease analysis in acute myeloid 
leukemia: The Cinderella 
method 

Bone marrow (BM) 
& peripheral blood 
(PB)  

Explainable artificial 
intelligence (XAI) 
Cinderella, flow 
cytometry 

Acute myeloid leukemia   

Not mentioned 

 
[15] 

A Systematic Literature Review 
on Leukemia Prediction Using 
Machine Learning 

Marrow of bones Machine Learning Leukemia   

Not mentioned 
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[16] 

An Advanced Low-cost Blood 
Cancer Detection System 

Blood Cancer, white 
blood cells, immature 
cells 

Histogram levelling, 
Thresholding, straight 
difference expanding, and 
morphological techniques 

Blood Cancer   

 Not 
mentioned 

 
[17] 

Enhanced Machine learning 
algorithms Lightweight 
Ensemble Classification of 
Normal versus Leukemic Cells 

Blood, bone marrow  Machine learning 
algorithms, conventional 
neural network topologies, 
computer-aided diagnostic 
(CAD) models, deep 
learning model , ML 
calculations, especially 
DL, in CAD frameworks, 
entire slide imaging (WSI) 

leukemia  

 

 

 Not 
mentioned 

 
[18] 

A Systematic Review on Recent 
Advancements in Deep and 
Machine Learning Based 
Detection and Classification of 
Acute Lymphoblastic Leukemia 

Bone marrow and 
affects white blood 
cells (WBCs) 

Deep and machine 
learning-based, artificial 
intelligence , signal and 
image processing-based 
techniques, conventional 
machine learning-based 
techniques, and deep 
learning-based techniques, 
Convolutional Neural 
Network (CNN), 
Recurrent Neural Network 
(RNN), and the 
Autoencoder 

Acute Lymphoblastic 
Leukemia 

   

Not mentioned 

 
[19] 

Symptom Based Explainable 
Artificial Intelligence Model for 
Leukemia Detection 

Bone marrow & 
blood cells  

Machine learning model, 
explainable supervised 
model,Apriori algorithm, 
decision tree model 
proposed in our 
experiments has achieved 
97.45% of accuracy, 0.63 
of Mathew’s Correlation 
Coefficient (MCC) and 
0.783 of area under 
Receiver Operating 
Characteristic (ROC) 
curve on the test set. 

Leukemia    

 

Not mentioned 

 
[20] 

Gaussian Blurring Technique for 
Detecting and Classifying Acute 
Lymphoblastic Leukemia Cancer 
Cells from Microscopic Biopsy 
Images 

Peripheral blood 
samples 

Gaussian Blurring 
Technique, GBHSV-Leuk 
method 

Acute Lymphoblastic 
Leukemia Cancer  

  

 

Not mentioned 

 
[21] 

Optimizing Molecular Minimal 
Residual Disease Analysis in 
Adult Acute Lymphoblastic 
Leukemia 

Neoplastic cells, 
blood components 

MRD in ALL are 
polymerase chain reaction 
(PCR) amplification-based 
approaches  

Adult Acute 
Lymphoblastic Leukemia 

  

 

Not mentioned 

 
[22] 

Post-Hematopoietic Cell 
Transplantation Relapsed Acute 
Lymphoblastic Leukemia: 
Current Challenges and Future 
Directions 

T-cell Allogeneic hematopoietic 
cell transplantation (allo-
HCT), cellular 
immunotherapy 

Acute Lymphoblastic 
Leukemia 

  

 

Not mentioned 
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[23] 

Prediction of Clinical Outcomes 
with Explainable Artificial 
Intelligence in Patients with 
Chronic Lymphocytic Leukemia 

Genetic analysis Artificial intelligence; 
ALPODS; flow cytometry 

Chronic Lymphocytic 
Leukemia 

CD4+ T-cell 
population 
enhanced the 
predictive 
ability of the 
CLL-IPI 
(AUC 0.83; 
95% CI 0.77–
0.90; p < 
0.0001). 

 
[24] 

Prognostic Role of CD200 in 
Acute Lymphoblastic Leukemia 
Patients 

Complete blood 
count , BM 
aspiration, 
immunophenotyping 
of blast cells, and 
CD200 expression 

CD200 expression shows 
a significant correlation 
with total leucocytic count 
and haemoglobin level (p 
= 0.001, 0.03, 
respectively).  

Acute Lymphoblastic 
Leukemia 

  

Not mentioned 

 
[25] 

SETD2 detection may reveal 
response to induction therapy 
and survival profile in acute 
myeloid leukemia patients 

Bone marrow (BM) 
samples  

SETD2 expression with 
disease risk, features, 
treatment response, and 
survival profile, CD200 
expression shows a 
significant correlation 
with total leucocytic count 
and haemoglobin level (p 
= 0.001, 0.03, 
respectively).  

Acute myeloid leukemia    

 

 

Not mentioned 

 
[26] 

Shifting the Cancer Screening 
Paradigm: The Rising Potential 
of Blood-Based Multi-Cancer 
Early Detection Tests 

Tumor-related 
markers  

Multicancer early 
detection (MCED) tests, 
artificial intelligence, 
liquid biopsy; biomarkers, 
DNA methylation-based 
tests 

Cancer  

Not 
mentioned  

 
[27] 

Updating the Clinical 
Application of Blood 
Biomarkers and Their 
Algorithms in the Diagnosis and 
Surveillance of Hepatocellular 
Carcinoma: A Critical Review 

Tumor biomarkers  α-FP biomarker 
with/without 
ultrasonography, 
combining α-FP with 
novel biomarkers can 
enhance HCC detection 
sensitivity, Lens culinaris 
agglutinin-reactive 
fraction of Alpha-
fetoprotein (α-FP), α-FP-
L3, Des-γ-carboxy-
prothrombin (DCP or 
PIVKA-II), and the 
GALAD score, are being 
used more frequently in 
the diagnosis and 
prognosis of HCC 

Hepatocellular 
Carcinoma, liver cancer 
is hepatocellular 
carcinoma (HCC) 

 

 

 

Not 
mentioned  

 
[28] 

Antigen Receptors Gene 
Analysis for Minimal Residual 
Disease Detection in Acute 
Lymphoblastic Leukemia: The 
Role of High Throughput 
Sequencing. 

Residual leukemic 
blast prognostic 
indicator, minimal 
residual disease 

High throughput 
sequencing (HTS), MRD 
monitoring with emphasis 
on the use of HTS 

Acute Lymphoblastic 
Leukemia 

 

 

Not 
mentioned  
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[29] 

Artificial Intelligence Assisted 
Pharmacophore Design for 
Philadelphia Chromosome-
Positive Leukemia with Gamma-
Tocotrienol: A Toxicity 
Comparison Approach with 
Asimina 

Philadelphia 
chromosome, high 
level Ph+ 

Deep learning artificial 
intelligence (AI) drug 
design, AIGT’s (Artificial 
Intelligence Gamma-
Tocotrienol) drug-
likeliness analysis  

Chronic Myeloid 
Leukemia (CML) 

 

Not 
mentioned  

 
[30] 

Discovery of fusion circular 
RNAs in leukemia with 
KMT2A::AFF1 rearrangements 
by the new software CircFusion 

Chromosomal 
translocations in 
cancer genomes 

Genomes with 
chromosomal 
rearrangements, fusion 
circular RNAs (f-
circRNAs), PML::RARα 
and KMT2A::MLLT3  

Leukemia   

 

Not mentioned 

 
[31] 

Electrochemical and Optical 
Analysis of Various 
Compositions of Au and Ag 
Layers for Blood Cancer 
Prognosis 

Prognostic biomarker 
of blood  

Electrochemical and 
optical analysis, Ag/Au 
thin film electrode  

Leukemia    

Not mentioned 

 
[32] 

An Optimized Single Nucleotide 
Polymorphism-Based Detection 
Method Suggests That Allelic 
Variants in the 3’Untranslated 
Region of RRAS2 Correlate 
with Treatment Response in 
Chronic Lymphocytic Leukemia 
Patients 

RS8570 position in 
the 3’-untranslated 
region of RRAS2 

Single qPCR method, 
RRAS2 Correlate, 
polymerase chain reaction 
(PCR) 

Chronic Lymphocytic 
Leukemia  

 

 

Not mentioned 

 
[33] 

 Machine Learning Driven 
Dashboard for Chronic Myeloid 
Leukemia Prediction using 
Protein Sequences 

Protein Sequences, 
hematopoietic 
progenitor cells, 
mutated genes like 
BCL2, HSP90, 
PARP, and RB  

Machine Learning and 
Data Science, feature 
extraction of Di-peptide 
Composition (DPC), 
Amino Acid Composition 
(AAC), and Pseudo amino 
acid composition (Pse-
AAC), Support Vector 
Machine (SVM), 
XGBoost, Random Forest 
(RF), K Nearest 
Neighbour (KNN), 
Decision Tree (DT), and 
Logistic Regression (LR) 

Chronic Myeloid 
Leukemia  

94% 

 
[34] 

Automated Leukemia Screening 
and Sub-types Classification 
Using Deep Learning 

Blood and bone 
marrow, complete 
blood count test  

FAB classification, i.e., 
L1, L2, and L3 types, 
microscopic inspection of 
blood smears and bone 
marrow aspiration 

Leukemia and ALL 96.06% 

 
[35] 

 Hematologic Cancer Detection 
Using White Blood Cancerous 
Cells Empowered with Transfer 
Learning and Image Processing 

Immature 
lymphocytes, 
monocytes, 
neutrophils, and 
eosinophil cells 

Deep learning,AlexNet, 
MobileNet, and ResNet  

Lymphoma and 
Leukemia  

97.30% 
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4. Proposed methodology 

 In our proposal approach, we outline a methodology for analysing blood reports sourced 

from the pathological department, focusing on various blood parameters to discern 

correlations with different types of blood cancers, such as Chronic Myeloid Leukemia 

(CML), Acute Myeloid Leukemia (AML), Non-Hodgkin's Lymphoma (NHL), and Normal 

Leukocyte (NL). Our proposed method leverages the clustering concept of the K-means 

algorithm to conduct an in-depth analysis aimed at identifying similarities among these 

parameters for each type of blood cancer. By employing this approach, we aim to group 

similar features together, providing valuable insights into potential patterns and relationships 

within the dataset.The proposed methodology is illustrated in the Figure4.1. 

 
[36] 

 Applications of Machine 
Learning in Chronic Myeloid 
Leukemia 

Myeloid cells in the 
bone marrow, 
neutrophils 

Artificial 
intelligence; chronic 
myeloid 
leukemia; machine 
learning; convolutional 
neural 
networks; hemoglobinopat
hies 

Chronic myeloid 
leukemia (CML) 

  

Not mentioned 

 
[37] 

 Automated Acute 
Lymphoblastic Leukemia 
Detection Using Blood Smear 
Image Analysis 

Blood cells of bone 
marrow  

Image processing and 
artificial intelligence 
methods. Machine 
learning– and deep 
learning 

Acute lymphoblastic 
leukemia (ALL)  

  

Not mentioned 
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Figure 4.1: Proposed methodology for Leukemia classification 

5. Conclusion: Blood cancerposes unique challenges due to its varied subtypes and 

diagnostic intricacies. This paper has tried to present an overview of leukemia classification 

and diagnostic methodologies, evaluating various detection approaches, and presented 

research contributions. The literature review analysed traditional diagnostic techniques 

alongside recent advancements such as terahertz radiation and machine learning algorithms, 

stating their potential in enhancing diagnostic accuracy. Furthermore, we are proposing an 

approach that utilizes clustering techniques to uncover patterns within the dataset, aiming to 

provide insights that could potentially enhance patient outcomes and inform treatment 

strategies. 
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Abstract: The exponential growth of the population in Ballari has exacerbated the challenge of municipal waste management, 

necessitating the development of efficient waste collection strategies to address environmental and social concerns. In response 

to that our system introduces a hybrid approach that employs K-means clustering and Genetic Algorithm, for optimizing waste 

collection routes tailored to the unique waste generation profiles of the region. By utilizing Geographic Information System 

(GIS) data that is in the form of GeoJSON files containing the spatial distribution of waste collection points, we propose a 

methodology that combines K-means clustering and Genetic Algorithm to develop intelligent and fuel-efficient routes. Our 

system not only benefits municipal authorities in resource deployment and planning but also aids waste carrier vehicle drivers in 

prioritizing routes. Our findings contribute to the transformation of Ballari City towards eco-friendly and smart urban 

development. 

Keywords: Waste Management, Route Optimization, Genetic Algorithm, K-Means Clustering, Urban Logistics. 

 

I. INTRODUCTION 

The ever-growing problem of waste generation, particularly plastic waste, poses a significant environmental and economic threat to 

Ballari, Karnataka, as it does in many urban centers worldwide. Traditional methods often rely on static routes, leading to 

inefficiencies such as unnecessary travel distances, increased fuel consumption, and higher operational costs [4]. While GIS-based 

route optimization offers promise [2], a deeper understanding of how factors like waste composition, collection frequency, and truck 

design interact with each other is essential for even greater optimization [3, 5]. The GreenRoute Ballari proposes a novel system to 

address these challenges by leveraging machine learning and advanced route optimization techniques. This approach builds upon 

existing research on factors affecting route optimization. Unlike traditional methods that rely on static data, our system utilizes 

machine learning to predict waste volume and composition at collection points dynamically. This allows for a more data-driven and 

adaptable approach to route planning, similar to the work by Sutana (2021) who emphasizes the importance of dynamic factors in 

waste management systems [1]. As of March 2023, the Ballari City Corporation has 39 wards. 600 Pourakarmikas work day and 

night to make Ballari clean. Each ward is assigned nearly 2 vehicles if the ward is small, else 3-4 vehicles if the ward is huge. Large 

12-ton vehicles carry the collected waste out of the city from the collection point near Stadium Road in the city. These large vehicles 

make 2-3 trips daily to dump all the waste, as Ballari daily puts up nearly 180 tonnes of waste. 

 

A. Green Route Ballari factors in these Specifics, Including 

1) Limited Vehicle Availability: The system considers the number of collection vehicles available in each ward (2-4). 

2) Dynamic Waste Prediction: Machine learning algorithms predict waste volume and composition for each collection point, 

optimizing routes based on real-time data.  

3) Time Window Constraints: The system accounts for designated collection times in each ward to ensure efficient scheduling. 

4) Unique Traffic Patterns and Road Conditions: GreenRoute Ballari incorporates Ballari's unique traffic patterns and road 

conditions to optimize routes for faster collection times. 

 

B. By optimizing routes based on these factors, Green Route Ballari aims to achieve significant benefits for Ballari 

1) Reduced Fuel Consumption: Optimized routes minimize travel distances, leading to substantial fuel cost savings for the Ballari 

Municipal Corporation or private waste collection companies. 
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2) Improved Operational Efficiency: More efficient routes allow for faster collection times and better utilization of collection 

vehicles, reducing overall operational costs. 

3) Environmental Sustainability: Reduced fuel consumption translates to lower greenhouse gas emissions, contributing to a 

cleaner Ballari. 

4) Unlocking Economic Opportunities: By accurately predicting waste composition, Green Route Ballari can help identify waste 

segregation and resource recovery opportunities, particularly valuable wet waste that can benefit farmers. 

 

C. The GreenRoute Ballari system Caters to a Diverse Audience within the waste Collection Management Ecosystem 

1) Waste Management Authorities: Gain real-time data and insights to optimize waste collection strategies and ensure regulatory 

compliance. 

2) Fleet Managers: Utilize the system to monitor and manage the waste collection fleet, optimize routes, and schedule vehicle 

maintenance. 

3) Waste Collection Drivers: Receive optimized routes through a user-friendly interface, facilitating navigation and 

communication with the system. 

4) System Administrators: Maintain the system, manage user access, and troubleshoot any technical issues. 

5) Government Officials: Leverage data-driven insights for informed decision-making regarding waste management policies and 

resource allocation. 

 

D. GreenRoute Ballari's key Features Include 

1) Data Storage and Analysis: Stores and analyses historical and real-time data to generate route optimization strategies and 

operational insights. 

2) Machine Learning for Waste Prediction: Employs machine learning algorithms to predict waste volume and composition at 

collection points, enabling dynamic route planning. 

3) Genetic Algorithm for Route Optimization: Utilizes a GA to optimize waste collection routes based on dynamic waste 

prediction and collection point data. 

4) Mapping Integration: Optimized routes are visually displayed to drivers through integration with mapping services like 

MapBox API, aiding navigation. 

5) User Interface: User-friendly interfaces for municipal administrators and drivers display optimized routes, collection points, 

and real-time updates. 

6) Security Measures: Secure communication protocols ensure the confidentiality of route information sent to drivers. 

By implementing the GreenRoute Ballari project, Ballari can move towards a more efficient, cost-effective, and sustainable waste 

management system, paving the way for a cleaner, healthier, and more resource-conscious future. 

 

II. LITERATURE REVIEW 

 

SL.NO Title Author Findings 

[1] A Genetic Algorithm Approach for 

Waste Collection Using Multi-trip 

Multi-period Capacitated Vehicle 

Routing Problem with Time 

Windows (MCVRPTW) 

Nur Layli Rachmawati, 

Yelita Anggiane Iskandar, 

Dian Permana Putri, Mirna 

Lusiani 

The main findings of the study include the 

successful application of the Genetic Algorithm 

(GA) to optimize waste collection routes, 

resulting in significant cost savings of around 

30% compared to existing conditions. The study 

also highlights the importance of route 

optimization in waste management to improve 

overall operational efficiency and reduce 

transportation costs. 
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[2] Waste Collection Area Generation 

Using a 2 Stage Cluster 

Optimization Process and GIS 

Data 

Tyler Parsons, Jaho Seo, 

Dan Livesey 

The proposed clustering techniques improved the 

balance of dwelling units in collection areas by 

87.75% compared to the current arrangement. 

There was a 38.04% and 37.54% improvement in 

simulated statistics for Week 1 and Week 2 

collections, respectively. 

[3] Route optimization for city 

cleaning vehicle 

Łukasz Wojciechowski, 
Tadeusz Cisowski, 

Arkadiusz Małek 

This paper represents the route optimization 

solution for vehicles collecting waste, aiming to 

determine the driving order across the city lanes. 

Also, this paper uses multi-criteria optimization 

for the collection and disposal of municipal 

waste which combines various methods into one 

hybrid computational process. 

[4] Optimal Route Recommendation 

for Waste Carrier Vehicles for 

Efficient Waste Collection: A Step 

Forward Towards Sustainable 

Cities 

Shabir Ahmad, Faisal 

Jamil, Naeem Iqbal, 

Dohyeun Kim 

This paper proposes an optimal route 

recommendation system for waste carrier 

vehicles to collect waste efficiently based on the 

behavior of people in specific grid locations. Its 

objective is to minimize the distance traveled by 

carrier vehicle which in turn minimizes fuel 

consumption and maximize waste collection by 

utilizing historical data and predictive 

algorithms.  

[5] Interactions of residential waste 

composition and collection truck 

compartment design on GIS route 

optimization 

Hoang Lan Vu, Kelvin 

Tsun, Wai Ng, Bahareh 

Fallah, Amy Richter, 

Golam Kabir 

Waste density and collection frequency 

significantly impact travel distances and time in 

waste collection. Increasing truck capacity and 

using dual-compartment trucks can lead to 

substantial savings. The optimal volume ratio of 

truck compartments is 50:50. 

 

III. METHODOLOGY 

This section presents a methodology for optimizing waste collection routes in Ballari City using a combination of K-means 

clustering and Genetic Algorithm. The main aim of the system is to optimize the total distance traveled by waste collection vehicles 

while considering capacity constraints. Initially, the system utilizes Geographic Information System (GIS) data that is in the form of 

GeoJSON files containing the spatial distribution of waste collection points. Further, K-Means Clustering is employed to group 

these points into clusters, representing potential stops for waste collection vehicles. Subsequently, the Genetic Algorithm is applied 

to generate optimized routes for waste collection vehicles within each cluster, by considering vehicle capacity limitations. The 

proposed methodology aims to improve the effectiveness of waste collection operations, leading to improved resource utilization, 

reduced fuel consumption, and lower emissions. 

Fig. 1 Block diagram representing vehicle route optimization methodology 
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A. Data Collection and Clustering Using K-Means Clustering Algorithm 

The input data consists of spatial information about waste generation zones, including zone identifiers, zone names, population, and 

waste generation volumes. To prepare the data for route optimization, the coordinates of waste generation zones are extracted from 

the GeoJSON files. K-Means Clustering is then applied to group these coordinates into clusters, each representing a potential stop 

for waste collection vehicles. Here, the predetermined number of clusters is based on the availability of waste collection vehicles. 

 

B. Genetic Algorithm for Route Optimization 

The Genetic Algorithm is employed to optimize the routes for waste collection within each cluster. The Genetic Algorithm 

undergoes the following sequence of steps: 

1) Initialization:  An initial population of routes is generated. Each route represents a sequence of waste collection points within a 

cluster, ensuring that each point is visited exactly once 

2) Fitness Evaluation:  The fitness of each route is evaluated based on the total distance traveled. The distance matrix between 

waste collection points is computed using geographical coordinates. Lower total distances indicate fitter routes 

3) Selection: The parent routes for the next generation are chosen based on their fitness level. This selection process employs a 

mechanism such as tournament selection or roulette wheel selection to identify the fittest individuals within the population. 

4) Crossover: The crossover is applied to selected parent routes to generate offspring. The crossover point is selected randomly, 

and segments of routes beyond the crossover point are swapped between parents to create new routes. 

5) Mutation: The mutation is introduced to maintain genetic diversity within the population. Randomly selected genes (waste 

collection points) in individual routes are swapped or altered with a certain probability. 

6) Replacement: Here, the newly generated optimized routes through crossover and mutation are replaced by the least optimal 

routes. Such that this ensures that the most optimal routes are evolved over successive generations. 

7) Termination: The algorithm terminates after a predefined number of generations or when a convergence criterion is met. The 

best-performing routes found during the optimization process are selected as the final solution. 

 

C.  Route Assignment to Vehicles 

Once optimized routes are derived for every cluster, the routes need to be assigned to available waste collection vehicles while 

adhering to capacity constraints. The waste generation volume of each waste collection point is considered in this step. Points are 

assigned to vehicles based on their proximity to each other and the capacity of the vehicles. A vehicle's capacity is determined by 

the maximum volume of waste it can carry. The assignment process ensures that each vehicle's capacity is not exceeded, and waste 

collection points are efficiently distributed among vehicles. 

 

IV. RESULTS AND DISCUSSIONS 

In this section, the outcomes of the GreenRoute Ballari project are illustrated that are obtained by applying a combination of K-

means clustering and Genetic algorithm to the waste collection input data points, we obtained optimized waste collection routes for 

various areas across Ballari City. The specific coordinate data used for mapping is simulated due to the unavailability of Ballari's 

precise data. The below figures present the visual representation of optimized routes for waste collection using MapBox 

API.     

                                         Fig. 2 Vehicle 1 route                                                                             Fig. 3 Vehicle 2 route 
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Fig. 4 Vehicle 5 route                                                                       Fig. 5 Vehicle 7 route 

 

A. Route Optimization Results  

Implementing K-means clustering and Genetic Algorithm yielded optimized waste collection routes tailored to the specific spatial 

distribution of waste generation points in the study area. Here are the key findings: 

1) Reduced Travel Distances: The optimized routes significantly reduced the total travel distances compared to traditional static 

routes, resulting in more fuel-efficient and cost-effective waste collection operations. 

2) Improved Operational Efficiency: By minimizing travel distances and optimizing stop sequences, the waste collection vehicles 

were able to complete their routes more efficiently, leading to reduced operational costs and increased productivity. 

3) Dynamic Adaptation: Applying machine learning to predict the waste allowed the system to dynamically adapt to changing 

waste generation patterns, ensuring that the routes remained optimal and responsive to real-time conditions. 

 

B. Mapping Results  

Despite using coordinate data from Ballari for visualization purposes, the mapping of optimized routes using MapBox API provided 

insightful representations of the optimized waste collection routes. The map displayed: 

1) Clustered Collection Points: The distinct clusters of waste collection points across Ballari City were represented by K-means 

clustering. 

2) Optimized Routes: The optimized routes that are generated from the Genetic Algorithm are overlaid on the map, depicting the 

order of waste collection points within each cluster. These routes are optimized to minimize travel distances and adhere to 

capacity constraints. 

3) Visualization of Efficiency Gains: Through the map interface, stakeholders could observe the spatial distribution of waste 

collection activities and the efficiency gains achieved through route optimization. 

 

V. CONCLUSIONS 

The effective management of municipal waste poses a significant challenge in the transformation of Ballari City towards eco-

friendly and smart urban development. In this paper, we have proposed a system to optimize waste collection routes across Ballari 

City. In response to that, a combination of K-means clustering and genetic algorithms are used to obtain optimized routes using the 

waste collection points as input data. This approach aims to minimize travel distance, reduce fuel costs, and optimize time allocated 

for waste collection. The proposed system is beneficial for waste carrier truck drivers to prioritize the routes for waste collection. 

Additionally, the system benefits municipal authorities by enhancing resource deployment and planning. In conclusion, the system 

represents a significant step towards the sustainable development of Ballari City. 
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A R T I C L E  I N F O   
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A B S T R A C T   

In this study, we have developed an imidazole centered fluorescent probe 3-(2-(2-(5-bromo-2-hydroxyphenyl)- 
4,5-diphenyl-1H-imidazol-1-yl)thiazol-4-yl)-6-chloro-2H-chromen-2-one (SICT), achieving exceptional selec-
tivity for Cu2+ ion detection. These probes exhibit rapid responsiveness (109 nM detection limit) and strong 
binding constants (0.214 × 105 M−1). Employing an aqueous ethanol system, we assessed their sensing capa-
bilities through both in vitro and in vivo studies, using zebrafish as our model organism. Notably, the SICT probe 
displays a high quantum yield of 0.62 and follows a 1:1 binding mechanism with Cu2+ ions, validated by Job’s 
plot and ESI-Mass spectrum analyses. Furthermore, our probe demonstrates minimal cytotoxicity in both in vitro 
(MDA-MB-231 cells) experiments. These promising results motivate us to apply the SICT probe for intracellular 
Cu2+ ion tracking in zebrafish embryos, showcasing its potential in diverse fields like biomedicine and envi-
ronmental monitoring.   

1. Introduction 

In recent years, the presence of toxic heavy metal ions has emerged 
as a pressing concern, posing significant threats to the environment and 
public health. Among these hazardous species, copper ions (Cu2+) hold a 
unique position as both an essential micronutrient for humans and a 
potential source of toxicity when present in excessive concentrations, 
notably in natural aqueous environments [1–3]. Cu2+ plays a pivotal 
role in various biological processes, encompassing bone formation, 
connective tissue development, and cellular respiration, yet its over-
abundance can lead to various health-related complications [4–8]. 

Regulatory bodies such as the World Health Organization (WHO) and 
the U.S. Environmental Protection Agency (EPA) have, therefore, 
established stringent guidelines stipulating maximum permissible Cu2+

concentrations in drinking water to safeguard human well-being [9]. 
Consequently, there is an increasing demand for developing efficient 
sensing probes with high selectivity and sensitivity, mainly aimed at 
detecting trace Cu2+ ions in complex matrices such as drinking water 
and agricultural products. To address this challenge, the scientific 
community has shown a growing interest in the design and synthesis of 
fluorescent chemosensors, seeking to provide robust solutions for the 
sensitive detection of metal ions within both environmental and 
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biochemical contexts. 
This endeavor explores novel recognition unit-fluorophore in-

teractions, aiming to balance selectivity, sensitivity, and response time. 
Among the various detection methodologies available, ion-induced 
chemo-sensors have emerged as a particularly appealing approach due 
to their capacity for selective detection and rapid response times [10]. 
However, the design and construction of fluorescence-based turn-on and 
turn-off sensors remain intricate, given the tendency of biologically 
essential ions to quench Fluorescence. While numerous fluorescence 
chemo sensors have recently been proposed for selective metal ion 
detection, the literature still lacks comprehensive examples of selective 
Cu2+ ion sensing. Previous research has introduced various strategies, 
ranging from rhodamine B derivatized turn-off–on chemo sensors to 
thiophene-based Schiff base sensors and coumarin-quinoline-based 
sensors. These include a rhodamine B derivatized turn-off–on chemo-
sensor designed by Zhihong Xu et al., demonstrating high sensitivity and 
selectivity for Cu2+ [11]. Suganya et al. introduced a thiophene-based 
Schiff base fluorescent sensor, exhibiting a colorimetric shift from yel-
low to colourless and a fluorescence ’turn-on’ response upon encoun-
tering Cu2+ ions [12]. Yunling Gao et al. reported an innovative 
coumarin-quinoline-based sensor with a 1:1 binding stoichiometry, 
switching off in the presence of Cu2+ ions and effectively identifying 
Cu2+ in live breast cancer MCF-7 cells [13]. Hazem et al. presented an 
imidazole-based fluorescent sensor capable of detecting Cu2+ and bio-
thiols in aqueous solutions, with increasing Cu2+ concentrations causing 
a red-shift in absorption and a transition from colourlessness to blue 
[14]. Araghni et al. introduced a turn-off-responsive 2,4,5-Tris(2-pyr-
idyl)imidazole molecule for dual sensing of Hg2+ and Cu2+ ions in a 
HEPES buffer medium [15]. Additionally, Ayya et al. reported a ratio 
metric turn-on/turn-off benzothiazole-based chemo sensor, offering 
highly selective and sensitive detection of metal ions, including Zn2+, 
Cu2+, and Ni2+ [16]. Nevertheless, many of these sensors exhibit limi-
tations, including insufficient selectivity, weak fluorescence outputs, 
and constrained applicability in living systems. 

Despite these advancements, many described sensors face limitations, 
such as reduced selectivity towards Cu2+ ions, decreased fluorescence 
signals, and limited applicability in living systems, presenting ongoing 
challenges in developing reliable iron chemosensor. In this study, we 
introduce a novel imidazole coumarin-thiazole-based chemo sensor 
[17–19], 3-(2-(2-(5-Bromo-2-hydroxyphenyl)-4,5-diphenyl-1H-imidazol- 
1-yl)thiazol-4-yl)-6-chloro-2H-chromen-2-one (SICT), designed for effi-
cient Cu2+ metal ion detection. We comprehensively analyze SICT’s 
binding properties with various metal ions using UV absorption, fluores-
cence spectra, and pH-dependent studies. Supporting Density Functional 
Studies (DFT) is also performed to validate the sensor’s behaviour. Our 
findings establish SICT as a promising compound for Cu2+ metal ion 
detection, addressing existing challenges in developing reliable iron 
chemosensors. 

2. Experimental section 

2.1. Synthesis of chemosensor 3-(2-(2-(5-bromo-2-hydroxyphenyl)-4,5- 
diphenyl-1H-imidazol-1-yl)thiazol-4-yl)-6-chloro-2H-chromen-2-one 
(SICT) 

Mixture of 1,2-diphenylethane-1,2-dione (1.0 mmol, 0.210 g), 5-bro-
mosalicaldehyde (1.0 mmol, 0.20 g), 3-(2-aminothiazol-5-yl)-6-chloro- 
2H-chromen-2-one (1.0 mmol, 0.277 g) (4) and ammonium acetate (1.0 
mmol, 0.077 g) were taken in an equimolar concentration and dissolved 
in acetic acid (~10 mL). The reaction mixture was ultrasonicated (~20 
min) and refluxed for about 6 h. After the reaction, as monitored by TLC, 
the resultant mixture was cooled to room temperature and poured into 
crushed ice. The obtained crude product was purified through column 
chromatography to get the desired light yellowish solid (Yield: 94 %); 1H 
NMR (400 MHz, DMSO‑d6) δ (ppm): δ 9.47 (s, 1H, Ar-H), 8.35 (s, 1H, Ar- 
H), 7.83 (m, 2H, Ar-H), 7.63–7.55 (m, 3H, Ar-H), 7.47 – 7.37 (m, 9H, Ar- 

H), 7.28 (m, 2H, Ar-H), 6.98 (d, J = 8.8 Hz, 1H, Ar-H).13C NMR (100 
MHz, DMSO‑d6) δ (ppm): 166.17, 164.25, 154.15, 154.57, 151.25, 
146.38, 144.95, 144.11, 136.40, 135.16, 134.78, 134.16, 133.56, 
132.33, 131.10, 129.94, 129.87, 129.60, 129.48, 128.26, 126.87, 
126.22, 119.83, 118.58, 118.02, 116.83, 116.78, 116.42. MS m/z: 651 
(M+), 653 (M+2), 655 (M+4). Elem. Anal. Calcd for C33H19N3O3BrClS 
(%): Calcd. C, 60.70; H, 2.93; N, 6.44; Found: C, 60.73; H, 2.98; N, 6.48. 

3. Results and discussion 

3.1. Chemistry 

One of the starting material 3-(2-aminothiazol-5-yl)-6-chloro-2H- 
chromen-2-one (1) was synthesized according to the reported method 
with slight modification (ESI) [20]. The chemosensor 3-(2-(2-(5-bromo- 
2-hydroxyphenyl)-4,5-diphenyl-1H-imidazol-1-yl) thiazol-4-yl)-6-chlo 
ro-2H-chromen-2-one (SICT) has been developed by a straight forward 
synthetic strategy (Scheme 1). An equimolar mixture of 1,2-diphenyl-
ethane-1,2-dione, 5-bromosalicaldehyde, 3-(2-aminothiazol-5-yl)-6- 
chloro-2H-chromen-2-one, ammonium acetate was ultrasonicated in 
ethanol in a one pot manner. The reaction mixture was refluxed to 
obtain the desired product in a high yield (88 %). The synthesized blue 
light emitting imidazole-coumarin thiazole-based fluorophore was used 
as chemosensor for metal ion sensing. The highly selective sensing 
ability of SICT prompted us to carry out a detailed study on metal ion 
sensing in vitro and in vivo. 

3.2. Photochemistry 

3.2.1. UV–Vis absorption studies 
The selectivity of the fluorophore SICT towards various metal ions 

was assessed using UV–Vis absorption measurements. Electronic ab-
sorption spectra of SICT were recorded in the presence of different metal 
ions, including Al3+, Cr3+, Ga3+, In3+, Ca2+, Cd2+, Co2+, Fe2+, Mn2+, 
La2+, Na2+, Sr2+, Pb2+, Mg2+, Zn2+ and Ni2+, all in an aqueous aceto-
nitrile solution at physiological pH 7.2 conditions. Notably, distinctive 
changes were observed in the absorption spectra of SICT when Cu2+ ions 
were introduced, unlike the responses observed with the other metal 
ions under investigation (Fig. 1a). Specifically, SICT exhibited a unique 
responsivity to Cu2+ ions compared to all other metal ions, which can be 
attributed to the formation of complexes through ligand-to-metal charge 
transfer (LMCT), involving the transfer of electrons from SICT to Cu2+

ions. The plot shows that SICT, combined with all other metal ions, 
resulted in a peak at 348 nm. However, when Cu2+ ions were intro-
duced, the peak at 348 nm diminished, and a new peak emerged at 428 
nm, indicative of the complexation between SICT and Cu2+ ions 
(Fig. 1a). 

Furthermore, titration studies were conducted by recording UV–Vi-
sible absorption spectra of the chemosensor at different concentrations 
of Cu2+ ions, progressing until spectral changes ceased (up to 10 
equivalents). The absorption data revealed that as Cu2+ concentration 
increased, the peak at 348 nm gradually diminished, while the peak at 
280 nm gradually shifted towards 264 nm. Most significantly, a new 
peak began to appear at 448 nm with increasing Cu2+ concentration 
(Fig. 2b). Once the complexation between SICT and Cu2+ reached 
saturation, the rising absorbance at 448 nm remained stable. These 
findings illustrate the versatile interaction between the sensor SICT and 
the specific metal ion Cu2+ in various media. Consequently, in line with 
the results from the absorption studies, SICT demonstrates exceptional 
sensitivity and selectivity towards Cu2+ metal ions across a range of 
conditions. 

3.2.2. Fluorescence emission studies 
To evaluate the fluorescence quenching efficiency of SICT, fluores-

cence titrations were conducted at varying concentrations of Cu2+. The 
fluorescence intensity of SICT (6 × 10-6 M) exhibited a gradual decrease 
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upon the incremental addition of Cu2+ ions within the range of 0–10 
equivalents, as illustrated in Fig. 2a. This decline in intensity can be 
attributed to the formation of coordination bonds between SICT and 
Cu2+ ions, involving the donation of lone electron pairs from the two 
imine groups (one from the imidazole and the other from the thiazole 

core) to the vacant 3d orbitals of the Cu2+ ions. The fluorescence in-
tensity reduction continues until ten equivalents of Cu2+ ions are added, 
at which point it stabilizes. The quenching of SICT’s fluorescence in-
tensity upon binding with Cu2+ ions can be ascribed to the paramagnetic 
nature of SICT-Cu2þ complexes [21,22]. This switch-off fluorescence 

Scheme 1. Schematic representation for the synthesis of SICT.  

Fig. 1. Absorption spectra of SICT (6 µM) in the presence of various metal ions (a) and (b) UV–Vis titration experiments of SICT with Cu2+ in acetonitrile: water (7:3, 
v/v) system. 

Fig. 2. Steady-state fluorescence spectra of SICT (6 µM) in acetonitrile: water (7:3) mixture at various Cu2+ concentrations (a). Benesi–Hildebrand linear analysis 
plot of SICT with different concentrations of Cu2+ ions (b). 
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mechanism of SICT, induced by coordination with Cu2+, results from 
intramolecular charge transfer and ligand-to-metal charge transfer 
processes. Notably, the intensity at 460 nm exhibits a linear decline (R2 

= 0.99233) as the concentration of Cu2+ ions increases (Fig. 2b), sug-
gesting the potential utility of the SICT chemosensor for the quantitative 
assessment of Cu2+ ions, with a limit of detection (LOD) of 109 nM. The 
binding constant of SICT with Cu2+ in the aqueous ethanol medium was 
determined to be 27 × 105 M−1, affirming the strong interaction be-
tween SICT and Cu2+ ions. 

The selectivity of the chemosensor greatly influences the accuracy of 
fluorescence detection. To further assess the specificity of the chemo-
sensor, we analyzed the fluorescence intensity in the presence of various 
metal ions. When excited at 280 nm, the fluorophore SICT exhibited a 
strong fluorescence emission peak at 460 nm (Fig. 3a). However, no 
significant changes were observed in the fluorescence emission of SICT 
when it was exposed to various metal ions, including Al3+, Cr3+, Ga3+, 
In3+, Ca2+, Cd2+, Co2+, Fe2+, Mn2+, La2+, Na2+, Sr2+, Pb2+, Mg2+, Zn2+

and Ni2+ in an aqueous ethanol solution. Only Cu2+ ions induced a 
substantial difference in the emission intensity of SICT. The remarkable 
reduction in fluorescence intensity observed in the presence of Cu2+ ions 
highlights the exceptional selectivity of SICT for Cu2+ metal ions in an 
aqueous acetonitrile solution. The fluorescence intensity was signifi-
cantly diminished, leading to Fluorescence quenching upon adding Cu2+

(3.0 × 10-6 molL-1 of Cu2+ ion). 
A competitive binding study was conducted to evaluate the sensi-

tivity of SICT exclusively to Cu2+ ions amidst the presence of competing 
metal ions. In this study, the chemosensor SICT (6 × 10−6 M) was 
exposed to 10 equivalents of Cu2+ ions while being simultaneously 
treated with an equivalent quantity of other metal ions, and the out-
comes of this study are illustrated in Fig. 3b. Notably, the preference for 
Cu2+ ion recognition remained unaffected despite other metal ions vying 
for binding concurrently. SICT demonstrated robust anti-interference 
properties, ensuring its ability to selectively recognize Cu2+ ions more 
precisely than competing metal ions. The results from the fluorescence 
studies further underscore the sensitive and selective nature of SICT’s 
response to Cu2+ ions, evidenced by the substantial fluorescence turn-off 
signal observed in the aqueous ethanol environment. 

Further, to assess the stability of SICT over time, fluorescence anal-
ysis was performed (Fig. 4a). Emission spectra of SICT were recorded at 
various time intervals, and even after 10 min, the emission spectra 
remained consistent with the initial observations. Consequently, it can 
be confidently affirmed that the sensor (SICT) maintains stability and is 
not susceptible to self-quenching. Fluorescence investigations over time 
were carried out to explore the time-dependent sensor response to Cu2+

further (Fig. 4b). After introducing 5.0 equivalents of Cu2+ into the SICT 
sensor, emission spectra were recorded at 0 min (baseline), 2, 4, 6, 8, 
and 10 min. The emission profiles and extent of quenching remained 
consistent between 2 and 8 min and remained stable even after 10 min. 
These combined observations, coupled with the results from titration 
studies, conclude that SICT exclusively responds to an increased con-
centration of Cu2+ ions and maintains a consistent response level, irre-
spective of variations in duration. 

3.2.3. Influence of pH on fluorescence 
Understanding the pH sensitivity of Fluorescence in near-neutral and 

mildly acidic/basic environments is crucial for environmental and bio-
logical research applications. We examined how the fluorescence output 
of the chemosensor SICT towards Cu2+ ions changed with varying pH 
levels, as pH plays a pivotal role in the fundamental principles of sensing 
(Fig. 5). To assess pH sensitivity, we conducted experiments using 
phosphate buffer saline (PBS) with SICT (6 µM) and Cu2+ ions (3 µM) 
within the pH range of 3–10. The pH investigation revealed that SICT 
effectively binds to Cu2+ ions across a wide pH spectrum, including 
acidic, neutral, and basic conditions (pH 3–10). Fascinatingly, the most 
substantial fluorescence quenching was observed at pH 7, corresponding 
to the physiological pH among all the pH ranges tested. This finding 
underscores the adaptability of SICT as a chemosensor, as it maintains 
its responsiveness to Cu2+ ions under a broad range of pH conditions, 
with particularly notable performance at the physiological pH level. 

3.2.4. Binding mode studies 
To gain further insights into the binding mode between SICT and 

Cu2+ ions, we employe the Job’s plot method, which revealed a 1:1 
binding stoichiometry (Fig. 6) using the continuous variation method. 
Additionally, in the mass spectrum, a peak at m/z = 651 disappeared 
upon adding one equivalent of Cu2+, and a new peak emerged at m/z =
713, corresponding to [SICT + Cu2þ] (Fig. S2). 

The binding constants (Ka and Kb) of the SICT-Cu2þ complex was 
determined using the modified Stern-Volmer equation [23], as depicted 
below, with the aid of a Stern-Volmer plot 
F0/ΔF = 1/fa+ 1/(faKa[Q])

Here, F0 and F represent the initial fluorescence intensity in the absence 
and presence of the quencher, respectively. Ka is the Stern-Volmer 
constant, denoting the association constant of Cu2+ with SICT, [Q] is 
the concentration of the quencher, and fa represents the initial fluores-
cence fraction in which the quencher is accessible. Through this method, 
the binding constant for the SICT-Cu2þ complex was determined to be 

Fig. 3. Fluorescence spectra of SICT (6 µM) with various metal ions (a). Interference studies of SICT and Cu2+ with different metal ions (b).  

K.K. Harish et al.                                                                                                                                                                                                                               



Journal of Photochemistry & Photobiology, A: Chemistry 452 (2024) 115565

5

27 × 105 M−1. These results underscore the selectivity of SICT for copper 
ions and suggest that the formation of the SICT-Cu2þ complex is highly 
favorable and spontaneous. 

3.3. DFT calculations 

3.3.1. Geometry optimization 
The minimum energy conformer of the chemosensor SICT was ob-

tained by optimizing its geometry in the ground state using Gaussian 09 
software. In the computed DFT values, no imaginary wave number 
modes were detected, and all were found to be positive, indicating the 
presence of the true minimum energy conformer. Fig. 7a and 7b illus-
trate the optimized structure of SICT. The bond lengths and angles ob-
tained in this optimization were compared with experimental data 
reported in the literature, and the results are summarized in Tables S1 
and S2. For reference, the C-C bond lengths in a benzene ring typically 

fall around 1.395 Å [24,25]. Experimental X-ray results have reported 
C=O bond lengths of approximately 1.224 Å and 1.227 Å [26], consis-
tent with the DFT-calculated values of 1.224 Å for SICT. The C-C bond 
lengths in the present molecule, SICT, ranged from 1.3 Å to 1.4 Å, while 
the C=O bond length was determined to be 1.209 Å. These values align 
with previous findings [27–29]. Additionally, the thiazole moiety’s S-C 
and N-C bond lengths are typically around 1.743 Å and 1.390 Å, 
respectively, as reported by experimental XRD [33]. In SICT, the theo-
retical S-C and N-C bond lengths in the thiazole moiety were calculated 
to be 1.7 Å and 1.39 Å, respectively, closely matching the reported 
experimental values. 

Moreover, the C-N bond lengths within the imidazole core of SICT 
(ranging from 1.39 Å to 1.4 Å) fall within the same range as those re-
ported in the literature [30]. It is observed from the optimized structures 
of SICT and SICT-Cu2þ complex (Fig. 7) that there is a slight modifi-
cation in bond lengths of SICT after binding with Cu2+ ion. The S-C bond 

Fig. 4. Time-dependent fluorescence studies of SICT (6 µM) in the absence (a) and presence of Cu2+ ions (b).  

Fig. 5. Fluorescence studies of SICT(6 µM) in the absence and presence of Cu2+ ions at different pH levels.  
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length is changed to 1.823 Å and 1.785 Å from 1.753 Å and 1.723 Å after 
complexation. Overall, all other bond lengths and angles calculated 
through DFT are in good agreement with the literature data, validating 
the accuracy of the computational model. 

3.3.2. Molecular electrostatic potential (MESP) plot 
To further understand the molecular reactivity and interaction, the 

molecular electrostatic potential map (MESP) was employed, as shown 
in Fig. 8. The MESP provides insights into nucleophilic and electrophilic 
regions within the molecule, aiding in interpreting its chemical behav-
iour. The MESP is generated from the electron density distribution 
within the molecule, calculated at the B3LYP level using a 6-311++G (d, 
p) basis set. It provides valuable insights into the electrophilic and 
nucleophilic regions within the molecule. To gain a deeper under-
standing of the bonding interaction between SICT and Cu2+, the SICT- 
Cu2þ complex was theoretically calculated using the B3LYP/LANL2DZ 
relativistic pseudo-potential basis set. 

Fig. 8 illustrates the MESP plot for both SICT and the SICT-Cu2þ

complex, along with their corresponding colour gradient scheme. In the 
colour spectrum used, potential values range from negative to positive, 
with the deepest red indicating the negative regions (electrophilic 
reactivity) and the deepest blue representing the positive regions 

Fig. 6. Job’s graph for SICT with different concentration of Cu2+ ions.  

Fig. 7. Optimized geometry for the a) SICT and b) SICT-Cu2þ complex.  

Fig. 8. Molecular electrostatic potential map of a) SICT and b) SICT-Cu2þ complex with colour range of ±6.913e-2 (SICT) and ±7.262e-2 (SICT-Cu2þ).  
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(nucleophilic reactivity). Analysing the MESP plot (Fig. 8), we observe 
that the negative regions in SICT are primarily centred around atoms 
N1, O33, and O39, with electronegativity values of 0.300, −0.273, and 
−0.128, respectively. As a result, there are two potential sites where 
Cu2+ ions can engage in electrophilic interactions: one with the nitrogen 
atom in the imidazole moiety of SICT and the other with the sulphur 
atom in the thiazole ring, at approximately 2.00 Å (N-Cu). The absence 
of negative frequencies in frequency calculations and stability studies 
confirms that the complex represents a stable local energy minimum. 

Upon coordination with Cu2+, the negative charge on N1 (-0.285) 
increases, while the positive charges on S18 (0.346) and N32 (0.124) 
atoms in the SICT-Cu2þ complex also increase. Additionally, it is 
observed that after binding with the Cu2+ ion, the charge on O33 in SICT 
becomes −0.286, indicating a shift of charge from the ligand’s nitrogen 
atoms to the Cu2+ ion (-0.064). These findings provide valuable insights 
into the electronic structure and charge distribution within the SICT- 
Cu2þ complex, shedding light on the nature of their bonding interaction. 

3.3.3. Uv–Vis absorption transitions 
The UV–Vis spectra of SICT were obtained through TD-DFT calcu-

lations, considering ethanol as the solvent. Table 1 provides key exci-
tation properties, including oscillator strength (f), excitation energy 
(eV), and excitation wavelength (nm). These properties are summarized 
in the table, giving insights into the electronic transitions within SICT. 
Fig. 9 compares the theoretical and experimental UV–Vis absorption 
spectra of SICT. The calculated absorption wavelengths were deter-
mined to be 269.823 nm and 313.545 nm. Remarkably, experimental 
measurements closely matched the theoretical calculations, with peak 
absorption levels observed at 265.124 nm and 294.042 nm, as depicted 
in Fig. 9. Table 1 further discloses that the excitation at 294.042 nm 
accounts for a significant portion (90 %) of SICT’s electronic transition 
from the ground state HOMO-1 to the excited state LUMO, with an 
oscillator strength of 0.709. Similarly, the transition from HOMO to 
LUMO, represented by the excitation wavelength at 265.124 nm, con-
tributes to 84 % of the electronic transition with an oscillator strength of 
0.017. These findings shed light on the dominant electronic transitions 
within SICT, providing valuable insights into its UV–Vis absorption 
properties. 

3.3.4. Frontier molecular orbital (FMO) analysis 
To get the insights into the binding nature between SICT and Cu2+, 

theoretical calculations were conducted for both SICT and the SICT- 
Cu2þ complex. Frontier molecular orbital (FMO) analysis was employed 
to investigate various optical, chemical, and electronic properties of the 
molecules, and these calculations were carried out at the same level of 
theory used for the optimized structures[31–33]. Figs. 10, 11a, and 11b 
display the plots for HOMO−1, HOMO, LUMO, and LUMO+1 of both 
SICT and the SICT-Cu2þ complex, along with their respective energy 
gaps. From the FMO plots (Fig. 10), it is evident that in the SICT 
molecule, the HOMO is primarily located on the 4-bromo-2-(4,5- 
diphenyl-1H-imidazol-2-yl)phenol moieties, while the LUMO is situ-
ated on the thiazole and chromen-2-one moieties. This suggests a charge 
transfer from the imidazole moiety to the thiazole and chromen-2-one 
moieties. The calculated energies of the HOMO and LUMO for SICT 

are −5.857 eV and −2.701 eV, respectively, resulting in an energy gap of 
3.156 eV. It is worth noticing that organic compounds with smaller 
HOMO-LUMO energy gaps are of particular interest due to their unique 
optoelectronic properties. A larger HOMO-LUMO energy gap implies 
greater stability, reduced reactivity, and increased hardness of the 
molecule. 

Table 2 provides values for various global reactivity parameters, 
including electronegativity, chemical potential, softness, chemical 
hardness, and electrophilicity index. SICT exhibits a global chemical 
hardness of 1.578 eV and an electronegativity of 4.279 eV, indicating its 
ability to attract electron pairs. The electrophilicity index for SICT is 
calculated as 5.785 eV, signifying its strong electron-attracting capa-
bility. In the SICT-Cu2þ complex, the HOMO of the complex is found in 
the 151st alpha orbital and 150th beta orbital, while the LUMO is in the 
152nd alpha orbital and 151st beta orbital, as shown in Fig. 10a and 
10b. Upon binding, the alpha and beta molecular orbital energy gaps for 
the SICT-Cu2þ complex decrease to 0.292 eV and 3.068 eV, respectively. 
This suggests the complex is more reactive upon binding than the iso-
lated analyte. The values for softness, electronegativity, and electro-
philicity indexes of the SICT-Cu2þ complex show slight changes, as 
indicated in Table 2. 

Table 1 
Theoretically calculated absorption wavelengths λ (nm), excitation energies E 
(eV), major contributions, and oscillator strengths (f) using TD-DFT/CAM- 
B3LYP/6–311++G (d, p) method in aqueous solution.  

Molecule Wavelength λ (nm) E 
(eV) 

F (a. 
u.) 

Major 
contribution Experimental DFT 

SICT  294.042  313.545  3.892  0.709 H-1->LUMO (90 
%)  

265.124  269.823  4.561  0.017 HOMO->LUMO 
(84 %)  

Fig. 9. Comparison of experimental and theoretical UV–Visible absorption 
spectra of SICT. 

Fig. 10. FMO orbital surfaces of SICT.  

K.K. Harish et al.                                                                                                                                                                                                                               



Journal of Photochemistry & Photobiology, A: Chemistry 452 (2024) 115565

8

3.3.5. In vitro and in vivo cytotoxicity and bioimaging analysis 
In vitro and in vivo cytotoxicity and bioimaging analysis was carried 

out in MDA-MB-231 cells and D. Rerio embryos, respectively [10,34]. 
The in vitro toxicity in MDA-MB-231 cells and the morphological ob-
servations were assessed by MTT assay. The MTT assay was conducted to 
reveal the cytotoxicity effect of the probe and dose-dependently affected 
the viability of the cells, as depicted in Fig. S4. The IC50 value of SICT 
was determined to be 12.5 ± 0.15 µM. The microscopic observations 
revealed the dose-dependent change in morphology of the cells. From 
Fig. 12, it can be seen that the probe has a dose-dependent effect on the 
cells. The detrimental cell damage was found after 12.5 µM of concen-
tration. From the microscopic image, the damage to the cell membrane 
has been caused at a higher concentration. However, probes at lower 
concentrations than their IC50 values didn’t show detrimental effects in 
morphological observation. 

The cytotoxicity along with bioimaging studies were conducted 
using cell line MDA-MB-231 at 5.0 µM fixed concentration of the che-
mosensor SICT. It was observed that on incubation with different 

Fig. 11. Computational FMO orbital surfaces of (a) alpha SICT-Cu2þ and (b) beta SICT-Cu2þ molecular orbitals.  

Table 2 
Global chemical reactivity descriptors parameters of SICT and SICT-Cu2þ

complex.  
Molecule Properties SICT SICT-Cu2þ

Alpha orbitals Beta orbitals 
Energy in a. u.  −5091.900  −1892.939 
EHOMO in eV  −5.857  −3.097  −5.625 
ELOMO ineV  −2.701  −2.805  −2.557 
EHOMO-1 in eV  −6.563  −5.735  −6.099 
ELUMO+1 in eV  −1.634  −2.057  −2.044 
ΔELUMO-HOMO in eV  3.156  0.292  3.068 
Ionization potential(I)  5.857  3.097  5.625 
Electron affinity (A)  2.701  2.805  2.557 
Global Hardness (ɳ)  1.578  0.146  1.534 
Softness (S)  0.316  3.424  0.162 
Chemical potential (μ)  −4.279  −2.951  −4.091 
Electronegativity (χ)  4.279  2.951  4.091 
Electrophilicity (Ψ)  5.785  29.823  2.711  

Fig. 12. Effect of SICT on the morphology of the MDA-MB-231 cells observed by bright-field microscopy. The arrows show the detrimental impact, such as disruption 
of a monolayer of cells, rupturing of cells, leakage of cellular debris, and formation of apoptotic bodies. Images were captured at 400x magnification. 
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concentrations of Cu2+, there was no change in the cell stability or 
morphology. There was no cell death observed, and from Fig. S5, it is 
evident that on increasing the concentration of Cu2+ from 60 nM to 120 
nM, the fluorescence intensity was found to be reduced. These results 
manifest that SICT can bind to Cu2+ effectively even inside the cell 
system. 

To further investigate the impact of SICT in a living system, we 
conducted in vivo cytotoxicity and bioimaging analyses using D. Rerio 
embryos. The in vivo cytotoxicity assessment of the probe was carried 
out on embryos at 24, 48, 72, and 96 h post-fertilization (hpf), as 
depicted in Figs. S6 and S7. We exposed the embryos to different con-
centrations of the chemosensor SICT to study its effect on their devel-
opment. We assessed developmental defects and mortality as indicators 
of cytotoxicity. In most survival experiments, embryos were exposed to 
varying concentrations of SICT. We observed minimal cytotoxicity even 
at higher probe concentrations (20 µM). Even at this concentration, 
embryos had no observable deformations, and their growth appeared 
normal without any defects. No embryo deaths were recorded during 
these phases. Although slight cytotoxicity was observed after 20 µM, no 
deformations or deaths were noted up to 72 hpf. Mortality was only 
recorded beyond 72 hpf with a concentration of 20 µM. This suggests 
that concentrations of up to 20 µM exhibit low cytotoxicity in zebrafish 
embryos and can be used as a fluorescent probe for bioimaging studies. 

Furthermore, the bioimaging studies were conducted by exposing 
SICT to embryos to demonstrate the chemosensor’s uptake ability. As 
shown in Fig. 13, blue emission from SICT was clearly observed in the 
zebrafish. The sensor SICT remained stable for an extended period with 
consistent fluorescence intensity, even at 96 hpf. This indicates that the 
probe persisted in the embryo for an extended duration, from 24 hpf, 
and entered through passive diffusion, either by ingestion or absorption. 
SICT was selectively accumulated in the heart, pericardium, common 
caudal vein, posterior caudal vein, and eyes. This selective accumulation 
in different parts of the zebrafish suggests tissue-dependent affinity of 
the chemosensor. The fluorescence intensity remained constant from 24 
hpf to 96 hpf, indicating that SICT entered the circulatory system, which 

is essential for probe transport in zebrafish. These results collectively 
demonstrate that SICT can be utilized for bioimaging studies. 

Moreover, we investigated the in vivo Cu2+ sensing ability of the 
sensor SICT in zebrafish. We incubated embryos with different con-
centrations of Cu2+. As shown in Fig. 13, the fluorescence intensity 
gradually decreased with increasing uptake of Cu2+ ions. Initially, a 
decrease in fluorescence intensity was observed in the pericardial vein, 
indicating the uptake of Cu2+ and its entry into the circulatory system. 
This was followed by a reduction in fluorescence intensity in the sac. 

Interestingly, the fluorescence intensity in the eyes decreased more 
slowly compared to other parts of the zebrafish, suggesting that copper 
reached the eyes later in the process. These results confirm that the 
chemosensor enters selectively into different parts of the zebrafish, and 
probe SICT holds excellent potential for bioimaging in mammalian tis-
sues. Furthermore, we compared the sensing ability and adaptability of 
SICT with other reported turn-off sensors for Cu2+, as summarized in 
Table 3. 

4. Conclusions 

In conclusion, we have developed a straightforward one-pot syn-
thetic method to produce the probe SICT (3-(2-(2-(5-bromo-2-hydrox-
yphenyl)-4,5-diphenyl-1H-imidazol-1-yl)thiazol-4-yl)-2H-chromen-2- 
one) for the selective detection of Cu2+ ions. The probe exhibited 
remarkably low cytotoxicity, with an IC50 value of 12.5 ± 0.15 µM. SICT 
demonstrated impressive sensitivity in aqueous acetonitrile medium, 
with a detection limit in the nanomolar range (109 nM), underscoring its 
high sensitivity. The 1:1 binding mode of SICT with Cu2+ was verified 
through Job’s plot, ESI-Mass analysis, and DFT studies. Bioimaging ex-
periments conducted in zebrafish and human cancer cells yielded highly 
promising results, suggesting the potential utility of the SICT ligand for 
detecting Cu2+ ions in both in vitro and in vivo systems. This work con-
tributes to developing practical tools for copper ion sensing, with ap-
plications in various fields, including environmental monitoring and 
biomedical research. 

Fig. 13. Fluorescence images of live zebrafish larvae for SICT.  
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INTRODUCTION

The invention of phthalocyanine has dragged greater atten-

tion in various technological applications due to its solubility

in organic solvents and water [1]. Phthalocyanine exhibits good

chemical, electrochemical and physical properties by suitable

modifications in the structure [2]. The phthalocyanines are

widely used in the field of sensors, supercapacitors, electro-

catalytic, catalytic studies [3-7], semiconductors, nonlinear

optical materials, liquid crystals, molecular conductors, nano-

technology [8-13], photosensitizers [14] and in addition, as a

catalyst in the chemical reactions [15-17]. Primaquine ligand

is an 8-aminoqunoline derivative in the Class-I of the biopharm-

aceutical classification system [18]. Primaquine phosphate salt

exhibits antiparasitic activity which acts on the secondary tissue

schizonts and hypnozoites, which reveals the outstanding activity

of exo-erythrocytic antimalarial agent [19]. In this view, we

have chosen primaquine compound for the substitution with

phthalocyanine ring for further studies.
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In recent years, researchers in both academia and chemical

industries have focused on improving the catalytic process by

which benzyl alcohol is transformed into benzaldehyde [20,21].

The benzaldehyde is an important raw material for the prepar-

ation of dyestuff, perfumery and agrochemical sectors [22,23].

Earlier, Aktas et al. [24] reported the benzyl alcohol oxida-

tion using fluoro-substituted iron(II), cobalt(II) phthalocyanines

has determined the oxidation of benzyl alcohol to benzalde-

hyde using tert.-butyl hydroperoxide (tBuOOH, TBHP) as

oxidant. The determination of new material for the detection

of highly effective benzyl alcohol to benzaldehyde is an never

ending process in this context, primaquine substituted Fe(II)

phthalocyanine (PQFePc) and Co(II) phthalocyanine (PQCoPc)

complexes were synthesized. These complexes characterized

by mass, FTIR, UV-visible, XRD, elemental analysis and thermo-

gravimetric methods. A novel gas chromatographic (GC) tech-

nique has been adopted for the catalytic oxidation of benzyl

alcohol with PQFePc and PQCoPc catalysts. The catalytic

activities of PQCoPc and PQFePc were confirmed by varying
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the parameters such as temperature, oxidant/catalytic ratio and

substance/catalyst ratio. The overall results revealed that the

synthesized compounds act as good catalyst for oxidation of

benzyl alcohol into benzaldehyde reaction.

EXPERIMENTAL

All the utilized chemicals, solvents and reagents were

procured for the Sigma-Aldrich Chemie GmbH, Sternheim,

Germany. Nitrogen atmosphere was used during the reaction.

A few chemicals like NaOH, HCl, KOH were prepared by using

oxygen-free distilled water. The primaquine substituted Fe(II)

phthalocyanine (PQFePc) and Co(II) phthalocyanine (PQCoPc)

were synthesized by following the procedure reported earlier

[25,26].

The FT-IR measurements were carried out on a Perkin

Elmer-1600 FTIR instrument on A Perkin-Elmer Lambda 25

instrument was used to record UV-vis spectra. The crystal struc-

ture evaluation was carried out on Bruker D8 diffractometer

CuKα radiation source and the thermal stability of PQFePc

and PQCoPc was investigated by thermogravimetric analysis

using STA6000 system in the 20 to 1000 ºC temperature range

with the sweep rate of 20 ºC min-1 under blowing rate of 20 mL

min-1 oxygen and GC Agilent technologies 7820A equipment

was used for GC measurement.

Synthesis of primaquine bisphosphate substituted

Co(II) phthalocyanine (PQCoPc): A mixture of primaquine

bisphosphate (0.07 mmol) with tetracarboxy-Co(II) phthalo-

cyanine (CoTcPc) (0.0175 mmol), K2CO3 (0.06 mmol), DCC

(15 mg) and DMF 40 mL in 250 mL round bottom flask was

agitated under N2 atmosphere for 26 h at 28 ºC (Scheme-I).

The obtained green coloured material was then filtered and

washed with warm water as well as ethanol and finally rinsed

with oxygen-free distilled water then dried at 45 ºC (yield =

45%).

Synthesis of primaquine bisphosphate substituted Fe(II)

phthalocyanine (PQFePc): A mixture of primaquine bisphos-

phate (0.06 mmol), tetracarboxylic-Fe(II)-phthalocyanine

(FeTcPc) (0.015 mmol), K2CO3 (0.05 mmol), N,N′-dicyclo-

hexylcarbodiimide (DCC, 15 mg) and DMF 40 mL in 250 mL

round bottom flask was agitated under N2 atmosphere for about

26 h at 28 ºC (Scheme-I). The resulting green coloured material

was filtered and washed by ethanol and distilled water. At the

last, the obtained PQFePc complex was dried at 45 ºC (yield =

55 %).

Oxidation of benzyl alcohol: The oxidation reaction was

conducted by using a thermostat schlenk vessel fitted with a

stirrer and a condenser. Initially, oxygen was removed by passing

nitrogen gas into the mixture containing benzyl alcohol (2.12

mol), catalyst (2.12 mol) and solvent (0.02 L). Later this mixture
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Scheme-I: Preparation route of PQCoPc and PQFePc complexes

was stirred (2-3 min) in a Schlenk’s vessel maintained at 50

ºC. The oxidant tert.-butyl hydroperoxide (TBHP, 2.23 mol)

was added to this mixture with constant stirring. The samples

(0.0006 L) were drawn at regular time intervals; at least twice,

each sample was injected into GC (1.5 µL each time). The obtained

products, consumed substrates and conversion were monitored

by GC method.

RESULTS AND DISCUSSION

Elemental analysis: Vario EL (III) CHNS analyzer used

for elemental analysis of the synthesized compounds. The

primaquine, PQCoPc and PQFePc complexes, were examined

by decomposing a well known quantity of the complexes mixed

with H2SO4 and HNO3, followed evaporation and calcinations.

The results are shown in Table-1.

Mass spectral studies: The mass by charge ratio [M+2]

of prepared compounds was measured by mass spectra Fig. 1.

The theoretical value of PQFePc was found to be 1697.75 and

TABLE-1 
ELEMENTAL ANALYSIS OF THE LIGAND AND ITS METAL COMPLEXES 

Elemental analysis (%): Calcd. (found) Ligand/ 
complexes 

m.f. m.w. Colour 
C H N O M 

Ligand C15H21N3O 259.35 Violet blue 69.47 (69.45) 8.16 (8.12) 16.20 (16.21) 6.17 (6.12) – 

[Co(L)4] C95H92N20O8Co 1698.67 Green 67.09 (67.08) 5.45 (5.42) 16.47 (16.45) 7.53 (7.51) 3.46 (3.44) 

[Fe(L)4] C95H92N20O8Fe 1697.75 Green 67.21 (67.18) 5.46 (5.44) 16.50 (16.47) 7.54 (7.52) 3.29 (3.28) 
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Fig. 1. Mass spectra of PQFePc complex

the experimental result is 1693.76. It clearly shows the confir-

mation of the prepared compound.

FT-IR spectral studies: The FTIR spectra confirmed the

functional groups present in the range between 4000 to 600

cm–1 [27]. The FTIR spectra of the PQCoPc and PQFePc (Fig.

2a-b) shows the broad and intense peak in the range of 3600 to

3000 cm–1 (–OH and –NH2). The peaks at 3420.43 and 3432.72

cm–1 corresponds to –COOH group of CoTcPc and FeTcPc,

respectively appears in the range of 3300 to 2500 cm–1. How-

ever in Fig. 2a (line blue) and 2b (line brown), the peak for

–COOH group disappears with the appearance of new peak

pertaining to amide group formation (PQCoPc) at 3327.65

cm–1 and (PQFePc) at 3334.54 cm–1(-CONH). The presence

of narrow peak between 2932 and 2878 cm–1 is due to the vibr-

ation of C–H bond. Finally, the bands at 2236 cm–1, 1653 cm–1

corresponds to C=C group, whereas 1629.29 and 1616.36 cm–1

corresponds to C-O group. Moreover, the peaks at 1242.72 and

1239.33 cm–1 corresponds to –C-N group, while the peaks at

1082 and 1084.54 cm–1 corresponds to the C=N group, respec-

tively.

UV-visible spectral studies: The UV-Vis spectra of the

PQCoPc, CoTcPc PQFePc and FeTcPc complexes exhibits a

well distinguished two strong absorption Q and B bands in

the range of 300-800 nm (Fig. 3). The Q-band was observed

at 680-720 nm, which is due to the excitation of the electrons

from π to π* (HOMO to LUMO) level in the complexes,

similarly, the B-band was observed at 300-350 nm [28,29]. The

lower state electronic absorption spectra of the compounds

showed characteristics absorption Q-band region at 687.13

nm for PQCoPc compound, 711.54 nm for CoTcPc compound,

707.98 nm for PQFePc compound and 699 nm for FeTcPc

compound in DMF. The B-band absorption of phthalocyanines

of PQCoPc, CoTcPc, PQFePc and FeTcPc were observed at

384.80, 374.29, 319.86 and 328.95 nm, respectively [28,29].

These findings demonstrate that the aggregation behaviour was

satisfactory in the DMF solvent.

Thermal studies: Fig. 4 represents the TGA plots of the

PQCoPc and PQFePc complexes involves two-step reactions.

In the first step, the PQCoPc and PQFePc undergo degradation

and decomposition of the substituents take place at the temp-

erature range of 150-300 ºC, while in the second step, phthalo-

cyanine ring is broken, finally, metal is converted into metal

oxide at 500-550 ºC [29]. The PQCoPc and PQFePc complexes

exhibited a good thermal stability upto nearly 550 ºC, confirms

that the melting points of the PQCoPc and PQFePc complexes

are greater than 500 ºC. Consequently, the PQCoPc and PQFePc

complexes are used in electrochemical and chemical reactions.

XRD studies: The diffraction patterns of PQCoPc and

PQFePc complexes (Fig. 5a-b) shows the broad peaks with diff-

erent diffused intensity, where the intensity of peak increases

by primaquine group. The less intense and short peaks were

observed at 2θ values of 12º, 13º, 21º, 35º, 36º, 38º, 48º and

55º for PQCoPc and 13º, 14º, 16º, 20º, 35º, 37º, 38º, 50º and 55º
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for PQFePc. The high intense and sharp peaks were observed

at 2θ values of 11º, 27º, 28º, 30º and 45º for PQCoPc and 12º,

27º, 28º, 30º and 46º for PQFePc. This indicates that PQCoPc

and PQFePc complexes were crystalline nature.

Aggregation behaviour of PQCoPc complex: The aggre-

gation behaviour of PQCoPc was studied by the UV-Vis absor-

ption method. This complex exhibited good aggregation because

of its 18π-electron structure. The major factors affecting the

aggregation are concentration, temperature, solubility and sub-

stituents. The two types of aggregation observed are H-type

and J-type [30]. The PQCoPc complex exhibited less of J-type

aggregation but more of H-type aggregation in solvents.

The PQCoPc complex aggregation studies were performed

by using different concentrations of DMF solvents (Fig. 6a).

The Q-band intensity increased with the concentration of DMF

solvent. The PQCoPc complex aggregation studies were per-

formed by using different solvents like DMSO, EtOAc, CHCl3,

THF and DMF (Fig. 6b). The Q-band intensity increased with

DMF solvent. The aggregation studies of the PQCoPc complex

were measured in the concentration range from 12 × 10-6 to 6

× 10-6 mol dm–3. The PQCoPc complex exhibited high coordin-

ating ability and solubility in DMF and DMSO solvents. There-

fore, more aggregation took place in these two solvents but

less aggregation was observed in EtOAc and CHCl3 solvents.

The above overall results showed that the aggregation of

PQCoPc complex was better in DMF solvent. It increased the
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absorption of Q-band by an increase of the concentration of

DMF solvent.

Catalytic studies: Oxidation of benzyl alcohol was performed

in presence of PQCoPc and PQFePc complexes as catalysts

using gas chromatographic method and applied by various

parameters of catalytic oxidation reactions e.g., the percentage

conversion and selectivity of products have been studied. The

catalytic oxidation was performed by using various oxidants

and auxiliary chemicals to reach good yields. In the oxidation

reaction, benzyl alcohol was converted into various organic

products. The major product is benzaldehyde (Bzald) and the

minor products are benzoquinone (BzQn) and benzoic acid

(BzAc). The peripherally substituents play an important role

in the catalytic reaction [24].

The catalytic oxidations of benzyl alcohol to benzaldehyde

were carried out in the presence and absence of PQCoPc and

PQFePc catalysts and suitable oxidant at 50 ºC (Table-1). The

catalytic oxidation reaction was found to give low yield of benz-

aldehyde in absence of catalyst. But, in presence of catalyst,

an excellent yield (98%) was recorded after 3 h. There is no

product formed (Table-2) when the catalytic oxidation was

performed in absence of an oxidant. These results proved that

the oxidation of benzyl alcohol, PQCoPc and PQFePc catalyst

and oxidants are required and the present synthesized comp-

ounds have important role in the oxidation of benzyl alcohol.
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TABLE-2 
OXIDATION OF BENZYL ALCOHOL WITH PQCoPc AND PQFePc BY VARYING OF QUANTITY OF SUBSTRATE 

Substrate/ 
catalyst 

Catalyst 
Aldehyde 
(Bzald) 

Quinine 
(BzQn) 

Acid 
(BzAc) 

Total conv. 
(%) 

TON (mole of 
product/mole of catalyst) 

TOF (h-1) (mole of product/ 
mole of catalyst × time) 

1c 82 8 8 98 584 196 
600/1 

2c 79 9 7 95 566 190 

1c 66 8 7 81 642 214 
800/1 

2c 70 9 7 86 682 228 

1c 58 8 6 72 712 238 
1000/1 

2c 55 9 7 71 702 234 

1c 48 6 6 60 710 238 
1200/1 

2c 46 7 6 59 698 234 

1c 33 5 6 46 722 242 
1600/1 

2c 33 6 5 44 690 230 

600/1 Absence of catalyst – – – – – – 

 

Effect of substrate concentration: The transformation

of benzyl alcohol to benzaldehyde was increased with the cont-

inuous reaction and yielded maximum conversion of 98% for

PQCoPc and 95% for PQFePc after the reaction continued for

210 min and remains ideal with a slight increase as shown in

Table-1. On the other hand, as the reaction precedes further

oxidation of benzaldehyde to benzoic acid leads to decreased

selectivity. From these results, 210 min was chosen as the

optimal reaction time for conversion and selectivity of catalytic

oxidation reaction of benzaldehyde to benzoic acid.

The conversion of benzyl alcohol to various organic

products by uneven addition of the substrate/catalyst in a molar

ratio varying from 600 to 1600 at 45 ºC is shown in Table-2.

The obtained data shows that as the substrate/catalyst ratio is

increased, the conversion of benzyl alcohol was found to

decrease. The high mass of the substrate and low mass of the

catalyst exhibits low conversion of benzyl alcohol due to fewer

catalytic sites. From these result, it can be concluded that 600/1

substrate/catalyst ratio is ideal for the efficient conversion of

benzyl alcohol (98% for PQCoPc and 95% for PQFePc) when

compared to ratios reported in the previous studies [31,32].

Effect of oxidants concentration: Table-3 shows oxidation

effects of benzyl alcohol with PQCoPc and PQFePc with the

varied molar ratio of substrate/oxidant. If the ratio of TBHP/

benzyl alcohol was increased from 0.83 to 3.3, the conversion
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rate of benzyl alcohol was decreased from 98% to 52% for

PQCoPc and 95% to 44% for PQFePc complexes. When the

substrate and oxidant ratio increased to 0.83 benzyl alcohol

conversion reaches 98% for PQCoPc and 95% for PQFePc, it

exhibits high turnover number (TON) and  turnover frequency

(TOF) values of 584, 196 for PQCoPc and 566, 190 for PQFePc,

respectively. The above result corroborates that a decrease in

benzyl alcohol conversion rate is inversely related to the amount

of TBHP oxidant [33]. The PQCoPc selectivity for benzalde-

hyde is 84%, while the PQFePc’s selectivity is 83% at this

oxidant content. Therefore, all these results revealed that the

molar ratio of TBHP:benzyl alcohol of 0.83 was ideal with

high conversion rate and selectivity.

Effect of temperature: The oxidation of benzyl alcohol was

performed at various temperatures ranging from 25 to 90 ºC

in the presence of PQCoPc and PQFePc catalysts. A drastic

change was observed in the conversion of benzyl alcohol (Table-

4). It can be observed that as the temperature increased from

25 to 50 ºC, the rate of conversion of benzyl alcohol increases

from 61% to 98% for PQCoPc and 58% to 95% for PQFePc.

When temperature was increased above 50 ºC, benzaldehyde

selectivity was found to be decreased slightly. This decrease

in selectivity of benzaldehyde can be attributed, as before, to

the loss of benzyl alcohol [24]. Therefore, 50 ºC is the ideal

temperature for producing a good yield of benzaldehyde.

Oxidant effect: The catalytic oxidation of benzyl alcohol

(Scheme-II) was conducted with PQCoPc and PQFePc by

various oxidants hydrogen peroxide (H2O2) and meta-chloro-

perbenzoic acid (m-CPBA), which produces fewer yields of

both PQCoPc and PQFePc complexes as shown in Table-5. The

reaction of PQCoPc and PQFePc yields brown products from

green colour in the presence of m-CPBA and H2O2. The colour

changes due to PQCoPc and PQFePc were degraded immedi-

ately with H2O2 and m-CPBA. All of these findings suggest

that TBHP is an effective oxidant for selectively converting

benzaldehyde. In the presence of TBHP oxidant, the colour of

both complex becomes light green from green.

The PQCoPc catalyst showed good catalytic effect with

the highest conversion, TON and TOF values compared with

the PQFePc catalyst. The catalytic activity also varies with the

TABLE-3 
OXIDATION OF BENZYL ALCOHOL WITH PQCoPc AND PQFePc WITH VARIOUS AMOUNTS OF OXIDANTS 

Oxidant/ 
catalyst 

Catalyst 
Aldehyde 
(Bzald) 

Quinine 
(BzQn) 

Acid 
(BzAc) 

Total conv. 
(%) 

TON (mole of product/ 
mole of catalyst) 

TOF (h-1) (mole of product/ 
mole of catalyst × time) 

1c 84 5.9 8.1 98 584 196 500/1  

2c 83 4.3 7.7 95 566 190 

1c 79 3.2 3.8 86 500 168 800/1  

2c 74 4.2 4.8 83 518 174 

1c 76 2.7 2.3 81 476 160 1200/1  

2c 70 3.2 3.8 77 464 156 

1c 61 6.3 4.7 72 380 128 1600/1  

2c 59 4.9 4.1 68 362 122 

1c 54 7.6 7.4 69 308 104 2000/1  

2c 50 5.1 4.9 60 260 88 

Without 
oxidant 

Without catalyst – – – – – – 

 

TABLE-4 
OXIDATION OF BENZYL ALCOHOL WITH PQCoPc AND PQFePc BY VARYING OF TEMPERATURE 

Temp. 
(°C) 

Catalyst 
Aldehyde 
(Bzald) 

Quinine 
(BzQn) 

Acid 
(BzAc) 

Total conv. (%) 
TON (mole of product/ 

mole of catalyst) 
TOF (h-1) (mole of product/ 

mole of catalyst × time) 

1c 56 3 2 61 356 120 
25 

2c 50 5 3 58 392 132 

1c 83 8 7 98 584 196 
50 

2c 81 7 7 95 566 190 

1c 62 5 3 70 368 124 
70 

2c 55 7 6 68 362 122 

1c 46 4 2 52 302 102 
90 

2c 40 6 4 50 290 98 

 

OH

O H
O

O

OH

O

Benzylalcohol

Benzaldehyde Benzoquinone

Benzoic acid

Oxidants, 50 °C

Catalyst
+ +

Scheme-III: Benzyl alcohol oxidation reaction
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transition metals present in the phthalocyanine ring [22]. Thus,

it is concluded that PQCoPc catalyst exhibits more oxidation

reaction compared with PQFePc catalyst (PQCoPc > PQFePc).

Comparison study of various catalysts with PQCoPc

and PQFePc Catalysts for oxidation of benzyl alcohol: In

present work, the reaction mechanism of PQCoPc and PQFePc

with TBHP gives an active species. When phthalocyanine was

compared to a porphyrin molecule with the same oxidation state

of the central metal atom, phthalocyanine shows good stability

and exhibits a strong oxidizing ability. When oxidant as TBHP,

in the first step formation of PcCo(III)-OOt-Bu or PcFe(III)-

OOt-Bu. Normally, peroxides react with porphyrin Fe complex

via homolytic cleavage of the O-O bond to form porphyrin

FeIV=O or porphyrin FeV=O species. It indicates that porphyrin

Fe would be reacting with t-BuOOH, similarly, the PQFeIV=O

or PQFeV=O reaction takes place in Scheme-III [38,39]. The

catalytic oxidation of benzyl alcohol using different catalyst

and their comparative data are presented in Table-6.

OH   +  -BuO
– +

t

t-BuOOH

t-BuOOH

 H  + -BuOO
• •

t

Co(III)Pc Co(II)Pc Fe(II)Pc + t-BuOOH

Fe(III)Pc

O
O -But

Scheme-IV: Red-ox reactions involving as t-BuOOH

Conclusion

In present work, the synthesis, characterization and the

catalytic properties of two novel peripherally tetrasubstituted

phthalocyanine compounds in association with primaquine

functionalized groups i.e. Fe(II) phthalocyanine (PQFePc) and

Co(II) phthalocyanine (PQCoPc) were conducted. All the syn-

thesized compounds were characterized by FTIR, UV-visible,

mass, XRD, elemental analysis and thermogravimetric studies.

The PQFePc and PQCoPc complexes show good aggregation

behaviour in DMF and DMSO solvents. The catalytic activities

of PQCoPc and PQFePc were executed for the oxidation of

benzyl alcohol with various oxidants by varying the tempe-

rature, oxidant/catalytic ratio and substrate/catalyst ratio affect.

The oxidation reactions were carried out to determine the

optimum conditions of catalysts. Both PQCoPc and PQFePc

complexes showed good catalytic activity for the oxidation of

benzyl alcohol with high benzaldehyde selectivity by using

tert.-butyl hydroperoxide (TBHP) as an oxidant. In conclusion,

these catalytic works are expedient, time saving and determined

to be the best oxidation conditions with high turnover number

(TON) and  turnover frequency (TOF) values.
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ABSTRACT 
The ethyl-naphtho[2,1-b]furon-2-carboxylate 2, hydrazine hydrate in the presence of a catalytic quantity of conc. 
HCl in ethanol was refluxed at 30 0C to get the naphtho[2,1-b]furan-2-carbohydrazide 3. The reaction of aromatic 
acids with methanol in the presence of an acid catalyst gives esters, these esters on treatment with hydrazine 
hydrazide produce acid hydrazides 4a-f. These acid hydrazides 4a-f, in reaction with carbon disulphide produces 2-
(substituted)phenylhydrazine-potassiumcarbodithioate 5a-f.  The reaction of 5a-f with compound 3 in ethanol 
produces N-[3-phenyl-5-sulphanyl-4H-1,2,4-triazole-4-yl)-naphtho[2,1-b]furan-2-carboxamide 6a-f. Elemental 
analysis, FTIR, NMR, and mass spectral analyses have been used to characterize the synthesized compounds. They 
have also been applied to research on antimicrobial studies and have also done the docking investigation of the 
synthesized compounds with the various biological molecules to get excellent results.  
Keywords: Naphthofuran, Triazole, Molecular Docking, Antibacterial Activity, Antifungal Activity, Hydrazine 
Hydrazide. 

RASĀYAN J. Chem., Vol. 16, No. 3, 2023 
 

INTRODUCTION 
Synthetic chemistry plays an important role in the blooming of drug discoveries. Large numbers of the 
consolidated heterocycles and bi-heterocycles including naphthofuran have accounted for a wide range of 
pharmacological activities.1-4 Naphthofuran cores are key primary moieties found in countless organically 
significant normal products.5-6 Naphthofuran subsidiaries have been isolated from different natural 
sources, such as Fusarium, Oxysporum, Gossipium barbendanse, and so on, and are notable for different 
natural exercises like antitumor, antifertility, mutagenic, development inhibitory, and osterogenic.7-9 The 
literature review revealed that the prepared subsidiaries of naphtho[2,1-b]furans show an extensive 
variety of pharmacological and biological action.10-14 Recently, reviews on derivatives of arene ring-fused 
furans exhibit very potent and diverse pharmacological activities.15-16 The literature survey reveals the 
importance of triazoles, which shows magnificent biological medicinal properties. Due to their numerous 
biological functions, the substituted triazoles are a very significant class of chemicals that have attracted 
the interest of numerous chemists and biologists in the domains of organic synthesis, medicine, and 
pharmaceuticals. like antitubercular, antimicrobial, anticonvulsant, antibacterial antifungal, and 
anticancer.17-21 The effectiveness of substituted triazoles as antibacterial and antitubercular medicines has 
been supported by a substantial body of research in recent years. Biheterocyclic compounds involving 
1,2,4,-triazole derivatives designed with a new approach have efficient antitubercular and Antimicrobial 
qualities.22 Substituted alkyl and aryl derivatives encompassing 1,2,4-triazole moiety are used as very 
effective antifungal drugs.23 In these years, 1,2,4-Triazole hybrids have been found as potential 
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antibacterial agents against both drug-sensitive and drug-resistant pathogens.24 Thus, naphthofuran 
derivatives show diverse pharmacological activities.25-27 In view of the several biological activities of 
heterocyclic compounds comprising the naphthofuran entity, our present investigation describes to 
formulation and synthesis of different derivatives of naphthofurans and to study their antimicrobial 
activities as per the scheme given below. The derivatives of title compounds were confirmed by elemental 
analysis, UV-Visible, FT-IR, NMR, and Mass Spectral studies. 
 
 

EXPERIMENTAL 
Chemicals and Instruments 
All of the chemicals and reagents were purchased from Sigma Aldrich. Double distilled water is used to 
prepare all the required compounds. The synthesized compounds' functional groups were investigated 
using FTIR spectra in the 4000-300 cm-1 range with an FTIR Frontier Perkin Elmer instrument. With the 
Agilent VNMRS-400 NMR instrument, the 1H-NMR spectrum was detected. The molecular weight of 
the molecule was calculated by using Water's SYNAPT G2 QTOF LCMS equipment. 
 
Synthesis of 2-hydroxy-1-naphthaldehyde (1) 
The 2-Naphthol (0.05 M) was dissolved in 20 mL of ethanol, then add sodium hydroxide (0.26 M) was in 
25 mL water the solution was stirred in the reaction vessel and simultaneously add dropwise 4.3 mL of 
chloroform, then the reaction mixture was stirred for 2 h to get the required product. The product was 
poured into ice-cold water and neutralized with dilute HCl, the solid product separates and it is filtered 
and dried25 Scheme-1.   
 
Synthesis of ethyl naphtho[2,1-b]furan-2-carboxylate (2) 
The compound 1 (0.04 M), N,N-dimethyl formamide (30 mL), ethyl-chloroacetate (0.04 M), and 
anhydrous K2CO3 (0.95 M) were added in the reaction vessel and refluxed In water bath for 26 h. The 
reaction mixture was filtered and the filtrate was concentrated by distillation and then transferred into ice-
cold water, the solid product separates and was filtered and dried Scheme-1.  
 
Synthesis of naphtho[2,1-b]furan-2-carbohydrazide (3) 
The compound 2 (0.02 M), catalytic quantity of conc. HCl and hydrazine hydrate (0.04 M), and absolute 
ethanol (30 mL) were refluxed for 2 h in a water bath. Then the product was cooled at 28 0C, the solid 
product was obtained and it is filtered and dried Scheme-1.  
 

Synthesis of substituted acid hydrazides (4a-f) 
A solution of aromatic acid (0.03 M) in methanol (60 mL), for this solution add a few drops of conc. 
sulphuric acid and reflux the reaction mixture for 18 h at 40 0C. Then add hydrazine hydrate (3 mL 0.06 
M) and the reaction mixture was refluxed for 12 h. The excess methanol was eliminated under reduced 
pressure and the reaction mixture was transferred into ice-cold water. The separated solid product is 
obtained and it is filtered and dried 25-26 Scheme-1. 
 

Synthesis of 2-(substituted)phenylhydrazine-potassiumcarbodithioate (5a-f) 
To a solution of 4a (0.02 M) in ethanol (30 mL), carbon disulphide (1.5 mL, 0.026 M), and KOH (0.025 
M) were added and stirred for 20 h at 28 0C. The solid product was obtained and it is filtered, and washed 
with diethyl ether to get the required 5a compound. The same methodology was used for the synthesis of 
5b-f from 4b-f27 Scheme-1. 
 
Synthesis of N-[3-phenyl-5-sulphanyl-4H-1,2,4-triazol-4-yl)-naphtho[2,1-b]furan-2-carboxamide 
(6a-f) 
The compound 3 (0.02 M) and phenyl hydrazine-potassium carbodithioate aromatic acid hydrazide 5a 
(0.02 M) were refluxed at 60 0C in a water bath for 6 h. The obtained product was transferred into ice-
cold water and neutralized with conc. HCl. The precipitated triazole was filtered and purified from 
ethanol, the same methodology was used for the synthesis of 6b-f Scheme-1. 
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RESULTS AND DISCUSSION 
Spectral Characterization 
All the synthesized compounds were characterized using FTIR, Mass, and NMR Spectroscopy 
techniques.  The FTIR spectra of 2 show an absorption band at 1733 cm-1 due to the carbonyl group of 
ester Fig.-1. In 1H-NMR spectra (CDCl3), a triplet at δ 1.6 due to -CH3 protons, a quartet at δ 4.6 due to –
CH2 protons, and a multiplet at δ 7.5-8.1 integrating for seven aromatic protons were confirmed Fig.-4. 
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Scheme-1: Synthetic Route of Naphthofuran Derivatives (6a-f) 

 

The FTIR spectra of 3 show an absorption band at 3303-2968 cm-1 due to amino and an absorption band 
at 1656 cm-1 due to carbonyl group Fig.-2. 1H-NMR spectra of 3 show a broad singlet at  4.6, 1H, NH, 
(D2O exchangeable), multiplet  7.4-8.6, for seven aromatic protons, and a singlet at  9.8 for two amino 
group protons. The FTIR spectra of 4d show an absorption band at 3300-2970 cm-1 due to the amino 
group and an absorption band at 1652 cm-1 due to the carbonyl group.  1H-NMR spectra of 4d show a 
broad singlet at  3.8, 3H, for methoxy, singlet at  4.1, 1H, NH, (D2O exchangeable), multiplet  6.5-6.9 
for four aromatic protons and a singlet at  9.1 for two amino protons. The FTIR (KBr) spectrum of 6a 
absorption band at 1667 cm-1 due to carbonyl group. 1H-NMR spectra (DMSO-d6) of 6a shows a singlet at 
 6.95, 1H, SH, singlet at  12.12, 1H, NH, multiplet  7.2-8.5, for twelve aromatic protons. The Mass 
spectral analysis indicates the m/z 386. The FTIR (KBr) spectrum of 6b absorption band at 1668 cm-1 due 
to carbonyl group. 1H-NMR spectra (DMSO-d6) of 6b shows a broad singlet  5.8, 1H, OH, singlet at  
6.95, 1H, SH, singlet at  12.10, 1H, NH, multiplet  7.3-8.4, for eleven aromatic protons. The Mass 
spectral analysis indicates the m/z 402. The FTIR (KBr) spectrum of the 6c absorption band at 1666 cm-1 
is due to the C=O group. 1H-the NMR spectra (DMSO-d6) of 6c shows a singlet at  6.97, 1H, SH, singlet 
at  12.21, 1H, NH, multiplet  7.4-8.6, for eleven aromatic protons. The Mass spectral analysis indicates 
the m/z 431. The FTIR (KBr) spectrum of the 6d absorption band at 1667 cm-1 due to the carbonyl group 
and 3284.61 cm-1 due to the –NH group Fig.-3. 1H-NMR spectra (DMSO-d6) of 6d shows a singlet at  
3.8, 3H, OCH3, singlet at  7.05, 1H, SH, singlet at  12.2, 1H, NH, multiplet  7.6-8.6, for eleven 
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aromatic protons Fig.-5. The Mass spectral analysis indicates the m/z 416 Fig.-6. The FTIR (KBr) 
spectrum of 6e absorption band at 1669 cm-1 due to carbonyl group. 1H-NMR spectra (DMSO-d6) of 6e 
show a singlet at  6.98, 1H, SH, singlet at  12.23, 1H, NH, multiplet  7.6-8.7, for eleven aromatic 
protons. The Mass spectral analysis indicates the m/z 421. The FTIR (KBr) spectrum of 6f absorption 
band at 1669 cm-1 due to carbonyl group. 1H-NMR spectra (DMSO-d6) of 6f show a singlet at  1.7, 3H, 
CH3 singlet at  7.05, 1H, SH, singlet at  12.01, 1H, NH, multiplet  7.5-8.6, for eleven aromatic protons. 
The Mass spectral analysis indicates the m/z 400. 
 

Compound-2

 
Fig.-1: FTIR Spectra of Compound 2 

 

Compound-3

 
Fig.-2: FTIR Spectra of Compound 3 

 

Compound-6d

 
Fig.-3: FTIR Spectra of Compound 6d 

 

Compound-2

 
Fig.-4: NMR Spectra of Compound 2 
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Compound-6d

 
Fig.-5: NMR Spectra of Compound 6d 

 

Compound-6d

 
Fig.-6: Mass Spectra of Compound 6d 

Elemental Analysis 
Table-1: Elemental Data of Newly Synthesized Compounds 

Comp. R M.p. 
0 C 

Yield 
(%) 

Mol. formula Clad (Found) % 
C H N 

1 ----- 81 64 C12H10O2 ------ ------ ------ 
2 ---- 102 65 C15H12O3 ------ ------ ------ 
3 ---- 268 66 C13H10N2O2 ------ ------ ------ 
4a H 114 73 C7H8 N2O ------ ------ ------ 
4b 2-OH 139 67 C7H8 N2O2 ------ ------ ------ 
4c  3-NO2  146  65 C7H7 N3O3 ------ ------ ------ 
4d  4-OCH3  198  69 C8H10 N2O2  ------ ------ ------ 
4e  4-Cl  159  70 C7H7 ClN2O2

  ------ ------ ------ 
4f  4-CH3  119  69 C8H10 N2O  ------ ------ ------ 
6a  H  260  68 C21H14 N4O2S  65.27 

64.34 
3.65 
3.41 

14.50 
13.89 

6b  2-OH  279  63 C21H14 N4O3S  62.68 
61.83  

3.51 
3.21 

13.92 
12.97 

6c  3-NO2  294  65 C21H13 N5O4S  58.46 
57.55 

3.04 
2.74  

16.23 
15.16 

6d  4-OCH3  273  68 C22H16 N4O3S  63.45 
62.53  

3.87 
3.57  

13.45 
13.27 

6e  4-Cl  268  67 C21H13 ClN4O2S  59.93 
58.87  

3.11 
2.66  

13.31 
12.19 

6f  4-CH3  286  64 C22H16 N4O2S  65.98 
64.81  

4.03 
3.59 

13.99 
12.89 

 

Biological Activity of Synthesized Compounds 
Antimicrobial Activity 
The cup-plate technique was used to test the in vitro antibacterial activity against cultures of six bacteria 
and two fungi that had been grown for 24h.28 The compounds 6a-f have been determined for their 
antibacterial activity against S. aureus, S. epidermidis, B. cereus, P. aeruginosa V. cholerae, and E. coli 
and antifungal activity against A. aureus and A. fumigatus. Standards for antibacterial and antifungal 
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activity were chloramphenicol and fluconazole, respectively. The substances were tested against all 
species in DMF at a different concentration of 25, 50,100 μg/ml. After incubation for 48 hours at 30 0C 
for antifungal activity and 24 hours at 25 0C for antibacterial activity, the zone of inhibition was compared 
to the reference medication. The outcomes are shown in Table-2 and Table-3. 
 

Table–2: Antibacterial Activity of Compounds 6a-f 

6a 6b 6c 6d 6e 6f

 
Fig.-7: Graphical Representation Chart of Antibacterial Activity of Compounds 6a-f 

 

Table–3: Antifungal Activity of Compounds 6a-f 

Compound Concentration in 
μg/ml 

Growth inhibition against 
fungicides in mm   

A.aureus A.fumigatus 

6a 
25 14.35±0.26 15.25±0.23 
50 18.25±0.32 18.58±0.23 

100 20.28±0.25 29.99±0.22 

6b 
25 15.42±0.18 14.30±0.18 
50 17.23±0.22 16.29±0.18 

100 20.25±0.35 18.55±0.19 

6c 
25 16.23±0.18 15.30±0.15 
50 18.45±0.18 17.90±0.08 

100 26.45±0.05 22.85±0.05 

Compound  Concentration in 
μg/ml Growth inhibition against bacteria in mm 

  
S.aureus S.epidermidis B. cereus P.aeruginosa V.cholerae E.coli 

6a 
25 15.26±0.23 15.28±0.26 13.48±0.21 14.26±0.14 16.48±0.27 14.88±0.46 
50 18.21±0.01 17.29±0.27 16.57±0.06 18.26±0.13 19.24±0.31 17.25±0.04 

100 23.23±0.12 19.26±0.21 21.26±0.01 21.24±0.13 22.57±0.32 19.52±0.26 

6b 
25 13.44±0.25 13.18±0.26 14.48±0.20 14.12±0.13 14.42±0.27 13.79±0.46 
50 15.92±0.08 16.26±0.27 15.88±0.05 16.23±0.13 17.42±0.38 14.88±0.04 

100 18.59±0.13 20.13±0.23 19.56±0.00 20.22±0.13 19.25±0.32 19.45±0.23 

6c 
25 15.43±0.05 16.83±0.16 17.49±0.16 16.58±0.22 17.02±0.21 15.68±0.19 
50 19.46±0.08 18.35±0.30 21.48±0.05 19.26±0.22 18.23±0.04 15.25±0.19 

100 25.46±0.32 23.98±0.35 27.45±0.02 23.15±0.22 26.25±0.25 24.55±0.09 

6d 
25 10.26±0.13 10.87±0.35 11.86±0.25 11.26±0.26 13.22±0.05 12.36±0.15 
50 15.25±0.16 13.48±0.15 14.84±0.18 14.27±0.15 14.89±0.12 13.47±0.23 

100 20.15±0.58 20.77±0.26 23.43±0.14 18.45±0.11 21.58±0.13 21.85±0.15 

6e 
25 15.85±0.14 15.85±0.03 14.78±0.02 14.32±0.15 16.23±0.07 16.43±0.12 
50 19.55±0.55 19.24±0.01 18.54±0.07 18.21±0.16 18.45±0.05 18.34±0.23 

100 26.25±0.13 23.12±0.06 28.21±0.14 22.22±0.07 26.88±0.24 24.83±0.02 

6f 
25 16.78±0.26 14.90±0.12 13.25±0.02 13.23±0.22 15475±0.07 12.90±0.23 
50 19.45±0.23 18.51±0.09 16.24±0.20 16.22±0.13 17.58±0.03 18.21±0.24 

100 21.53±0.19 20.52±0.05 22.82±0.03 19.25±0.15 22.17±0.05 20.62±0.13 
Control 100 - - - - - - 

Std 100 27.13±0.02 25.04±0.32 30.06±0.44 24.01±0.02 28.28±0.15 26.12±0.21 
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6d 
25 14.25±0.18 15.20±0.15 
50 16.85±0.25 17.35±0.28 

100 19.73±0.25 19.78±0.18 

6e 
25 16.45±0.15 16.26±0.08 
50 19.25±0.26 18.27±0.07 

100 25.45±0.15 23.13±0.03 

6f 
25 13.55±0.03 14.24±0.15 
50 16.74±0.23 17.29±0.14 

100 18.48±0.14 19.25±0.02 
Control 100 - - 

Std 100 28.06±0. 13 24.51± 0.16 

6a 6b 6c 6d 6e 6f

 
Fig.-8: Graphical Representation of Antifungal Activity of Compounds 6a-f 

 

The zone of inhibition against the test organisms is measured and comparing it to a standard reference, the 
antibacterial activity and antifungal activities were assessed. The inhibitory zones that were found are 
shown in Table-2 and Table-3. This led to the excellent zone of inhibition in the main screening against 
the bacterial and fungal strains and also, as shown in Fig-7 and Fig-8. It was shown that the existence of 
electron-withdrawing groups bound to the Naphthofuran ring had a significant impact on the antibacterial 
activity. For instance, the compounds 6c and 6e had increased activity as a result of having nitro and 
chloro substituents in their structures, which showed that all of the examined compounds in this series had 
outstanding antibacterial activity. 
 

Molecular Docking Studies 
The docking of molecules examinations was ultimately completed using the described methodology.29,30 
The antitubercular receptor (PDB code: 2MBR), whose crystal structure was got from the Protein Data 
Bank (PDB: http://www.rcsb.org/pdb), had been subjected to In-silico molecular docking. The water 
molecules and heteroatoms were removed before screening. The protein preparations module of the HEX 
modeling package 8.0 was used for constructing the receptor structure before it was used in the docking 
investigation. Except for the water molecules that were 5 Å away from the ligand, During the production 
of the protein, all hetero and water molecules from the crystal structure were taken out. Utilizing 
discovery studio 3.2, the three-dimensional configurations of each ligand and the receptor binding 
interactions were visualized to optimize the quality. All molecules were docked at the receptor's active 
binding sites. The outcomes of the in silico molecular docking process offer crucial insight into the 
potential affinity of the newly developed drugs for the active regions of the receptor. We used the docking 
values that were acquired to guide our wet study of antimicrobial activity. All derivatives demonstrated 
improved binding interaction with receptors nearby through hydrogen bonds, alkyl, pi-alkyl, Vander 
walls, and other interactions with a range of amino acids of the receptor, potentially limiting the receptor's 
ability to cause bacterial infections. The binding energy of all the complexes showed prominent binding 
interactions, with E. Coli murbenzyme receptor by the key of amino acid residues ARG327, TRP89, 
PHE328, VAL52, VAL326, ILE110, ASN51, GLN120, GLU325, GLU334, LEU107, LEU104, ILE122, 
VAL132, LEU178, LEU53, and VAL326. To identify the interaction positions, which will be the 
potential ligand binding sites in each scenario, the hydrophobic and hydrophilic spheres are used. Finally, 
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when compared to antimicrobial murbenzyme receptor binding receptors, the synthesized compounds are 
antimicrobial competitive inhibitors, according to molecular docking investigations for the chosen 
compounds. The bonding interactions are shown in following Fig.-9 to Fig.-14. 
 

 
Fig.-9: 2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6a 

 
 

 
 

Fig.-10: 2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6b 
 

 
Fig.-11: 2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6c 

 
 

 
Fig.-12: 2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6d 
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Fig.-13:  2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6e 

 

 
Fig.-14: 2D and 3D Bonding Interactions of 2MBR Receptor with Compound 6f 

 

The synthetic molecules 6(a-f) were molecularly docked with potential biological target molecules for the 
antibacterial receptor. (PDB ID: 2MBR). Using computational docking investigations with the HEX 8.0 
engine, the binding energies of the synthesized compounds 6(a-e) with their receptors were determined. 
Table-3 provided a list of these docking energy values and potential binding interaction types. Results 
from antibacterial docking suggested that 6a, 6b, and 6d may interact. The 6f has a greater affinity of -
322.71 kcal mol-1 for the 2MBR receptor than the other compounds. In the protein surrounding the 
receptor molecule, the amino acids 6c, 6d, and 6e interact with amino acids in a hydrophobic (Pi-alkyl), 
alkyl-alkyl, and hydrogen bonding manner. The optimal docking positions of receptors 6(a–e) and 2MBR 
are depicted in Fig.-9 to Fig.-14, as reported in Table-4. 
 

Table–4: Binding Energies of Compound 6(a–f) with 2MBR Receptor 
Entry Receptor PDB code ∆G (Kcal/mol) With MurB 

6a 2MBR -287.02 
6b 2MBR -288.44 
6c 2MBR -283.17 
6d 2MBR -311.18 
6e 2MBR -283.37 
6f 2MBR -322.71 

Ciprofloxacin 
(STD) 2MBR -237.66 

 

CONCLUSION 
In our work, we have successfully confirmed the Synthesized compounds of 2-hydroxy-1-naphthaldehyde 
(1), Synthesis of naphtho[2,1-b]furan-2-carboxylate (2), Synthesis of naphtho[2,1-b]furan-2-
carbohydrazide (3), Synthesis of various acid hydrazides. (4a-f), Synthesis of 2-
(substituted)phenylhydrazine-potassiumcarbodithioate (5a-f), Synthesis of [5-(4-substituted-phenyl-3-
sulphanyl-4H-1,2,4-triazol-4-yl)-(naptho[2,1-b]furan-2-yl) carboxamide (6a-f) by UV-Visible, Fourier 
transform infrared radiations (FT-IR), Nuclear Magnetic Resonance (NMR) and Mass Spectral studies. 
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On the basis of their antibacterial activity and antifungal activity, the newly synthesized compounds were 
assessed. Each substance demonstrated a considerable level of antibacterial action by studying their 
molecular docking studies. 
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A B S T R A C T   

Two synthetic methods were proposed for the preparation of a new series of thiophene-1,3,4-oxadiazole- 
thiazolidine-2,4-dione hybrids (TOT-1 to 15) and their structures were elucidated based on spectral data. 
Studies on cytotoxicity, ROS, cellular uptake and interactions of TOT-14 with calf thymus DNA were carried out. 
Anticancer activity of compounds, TOT-1 to 15 on breast cancer (MCF-7) cell lines was investigated. The IC50 
values for the standard, epirubicin hydrochloride and TOT-12, 13, 14 and 15 were found to be 6.78, 5.52, 6.53, 
4.83 and 5.57 µg/mL, respectively. Notably, TOT-14 exhibited a remarkable antiproliferative activity with a 
strikingly selective inhibitory effect compared to standard. This specific selectivity could be attributed to the 
synergistic effect of increased cellular uptake and generation of higher ROS in cancer cells after irradiation. The 
binding constant of 4.25 x 103 M−1 indicated the moderate interaction between TOT-14 and ct-DNA. The docking 
score of TOT derivatives was substantially identical to the docking score of epirubicin hydrochloride. The 
designed molecules complied with the requirements for drug-likeness and ADME.   

1. Introduction 

The most frequent kind of cancer suffered by women and the main 
factor in cancer-related mortality is the breast cancer (BC). Currently, 
the situation in BC is alarming, endangering the health and quality of life 
of women severely. With a 15 % lifetime risk, around 2.3 million cases 
are diagnosed globally each year [1]. 

According to the World Health Organisation, BC develops in the 
epithelial cells of the ducts (85 %) or lobules (15 %) of the glandular 
tissues of the breast [2]. The malignant development is initially 
restricted to the duct or lobule, with no symptoms and no spread po-
tential. It will eventually infiltrate the surrounding breast tissue or other 
organs in the body [3]. When a woman perishes from breast cancer, it is 
usually as a result of extensive metastases. 

The greatest challenge in developing a new anti-cancer drug is to find 
out the therapeutic strategy that can attenuate malignant cells without 
damaging healthy cells. Besides this, the unwanted side effects of 
existing cancer treatment, as well as the multidrug resistance, have 
increased the difficulties in researching alternative anticancer 

medicines, with lower toxicity to normal tissue and less tumour cell 
resistance [4]. To overcome these concerns, an alternative strategy for 
the design of a hybrid molecule that contains more than a single phar-
macophore may be proposed to hit multiple cancer hallmarks and ach-
ieve the desired pharmacological effectiveness. 

In general, heterocycles constitute the foundation of most of drugs. 
Notably, heterocycles with 1,3,4-oxadiazole rings define a class of 
compounds with exceptional biological activities including remarkable 
high cytostatic potential [5]. Most of the currently available medications 
also have pharmacophore composed of 1,3,4-oxadiazole ring. For 
example, raltegravir, an HIV integrase inhibitor, is used to treat AIDS in 
combination with other antiretroviral medications [6]. Tiodazosin, a 2- 
adrenoceptor presynaptic antagonist, is used to treat hypertension while 
nesipidil is also used as an antihypertensive drug [7]. Fenadiazole is a 
sedative and hypnotic drug that can be used to treat insomnia and 
anxiety [8]. Zibotentan is recommended for the treatment of cancer of 
the colon, breast, ovary, lung, and, in especially, prostate [9]. Besides 
these significant biological properties, 1,3,4-oxadiazoles and its de-
rivatives are also known to have anti-proliferative properties through a 
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number of different pathways, including the inhibition of growth fac-
tors, enzymes, kinases, and other molecules. Structures of 1,3,4-oxadia-
zole-containing compounds which are available in the market are 
represented in Fig. 1. 

On the other hand, 2,4-thiazolidinediones, which were first intro-
duced in the late 1990 s, are oral hypoglycemic medicines that have 
gained worldwide attention due to their varied biological profile [10] 
which include anti-hyperglycemic [11,12], anti-oxidant [13], anti- 
inflammatory [14], anti-cancer [15–18], anti-obesity [19], anti- 
malarial [20] and anti-microbial [21,22] actions. In preclinical and 
clinical evaluation phases, derivatives of thiazolidinedione (TZD) have 
shown promise as anticancer agents. Structures I, II and III in Fig. 2 
represent 2,4-thiazolidinediones moieties with anticancer activity. 

The development of hybrid drugs has led to better treatment for a 
number of illnesses including cancer. Through a variety of mechanisms, 
hybrid molecules with two or more pharmacophores have the ability to 
overcome drug resistance while simultaneously reducing the risk of side 
effects [23]. In view of aforementioned discussion and in the quest of 
designing new anticancer agents, we have envisaged to synthesize 
hybrid molecules containing 1,3,4-oxadiazole and thiazolidine-2,4- 
dione moieties due to their remarkable biological activities. 

In this paper, the synthesis of a novel family of thiophene-1,3,4- 
oxadiazole-thiazolidine-2,4-dione derivatives with a distinct aldehyde 
moiety was demonstrated. The single crystal X-ray crystallographic 
studies of the intermediate TOT were deliberated. In vitro anticancer 
capabilities of these compounds against MCF-7 breast cancer cell lines 
have been investigated. Anticancer drugs’ effectiveness depends heavily 
on ROS [24]. The significance of ROS in the anticancer mechanism of 
novel thiophene-1,3,4-oxadiazole-thiazolidine-2,4-dione hybrid com-
pounds was examined in this study. Contrary to analytical methods like 
high-performance liquid chromatography, the uptake of luminous 
model pharmaceuticals could be evaluated on a single-cell level using 
confocal fluorescence microscopy, allowing real-time monitoring of the 
intracellular spatial distribution of the model drug [25]. The in vitro 
cellular uptake behaviour of compounds, TOT 12, 13, 14 and 15 by 
MCF-7 cell lines was investigated using laser scanning confocal 

microscope to confirm whether they could be efficiently internalised 
into tumour cells. 

DNA-drug interaction studies are extremely useful and necessary for 
the development of innovative and more effective medications with 
fewer adverse effects. Hence, to understand the mechanism of interac-
tion of a highly potent anticancer agent, TOT-14 with ct-DNA, we have 
accomplished fluorescence quenching studies using ethidium bromide 
as a biomarker. Further, in-silico technique offers a platform for testing 
the efficacy of putative therapies against molecular targets, assisting in 
the selection of those with the greatest potential activity for additional in 
vitro and in vivo testing. So, we have proposed TOT and its 15 deriva-
tives presented in this study as novel prospective drugs for the treatment 
of breast cancer. 

2. Results and discussion 

2.1. Chemistry 

2.1.1. Synthetic protocol 
Following the pathway depicted in Scheme 1, fifteen compounds 

(TOT 1–15) were synthesized. N’-(2-chloroacetyl)thiophene-2-carbo-
hydrazide (2) was prepared by the addition of chloroacetyl chloride to 
thiophene-2-carbohydrazidein ethyl acetate. Further, cyclization of 
compound 2 took place in the presence of POCl3 to yield 2-(chlor-
omethyl)-5-(thiophen-2-yl)-1,3,4-oxadiazole (TO). The compounds 
(TOT-1 to 15) were synthesized by two methods. In the first approach, 
3-((5-(thiophen-2-yl)-1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4- 
dione (TOT) was obtained by the condensation of TO with potassium 
salt of thiazolidin-2,4-dione in the presence of DMF at 60 ◦C. Further, 
TOT 1–15 were obtained by the Knoevenagel condensation reaction in 
ethanol medium between various substituted aldehydes and TOT in the 
presence of a catalytic amount of piperidine. In all the cases, the product 
was precipitated out from the reaction mixture. In the second method, 
the derivatives of TZD (1–15) were synthesized by Knoevenagel 
condensation reaction between TZD and various substituted aldehydes. 
In the next step TZD (1–15) were treated with TO in the presence of 

Fig. 1. Structures of drugs containing 1,3,4-oxadiazole.  
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DMF and K2CO3 to get TOT 1–15. 
In continuation of our research work on synthesis of thiazolidine- 

dione derivatives, we have followed method-1 [26] to synthesize the 
title compounds. However, we failed to get good yields of some of the 
derivatives, notably the compounds that contained halogen groups. This 
might be due to the formation of by-product, N-(((Z)-(2-oxo-2-(thio-
phen-2-yl)ethyl)diazenyl)methylene)piperidine-1-carboxamide (BS) in 
larger yield. The structure of BS was elucidated based on 1H and 13C 
NMR and mass spectral data. Formation of BS might be attributed to 
decyclization of oxadiazole ring and thiazolidine-dione ring by the 
addition of piperidine to the reaction mixture [27]. Thus, we have 
employed method-2 to synthesize the title compounds in good yields. 
Further, we have witnessed good yields with respect to title compounds 
containing halogen groups. However, purity of the synthesized com-
pounds was found to be satisfactory in method-1 as these were precip-
itated from the reaction mixture. The lesser purity of compounds that 

were prepared in method-2 might be attributed to the use of DMF as 
solvent and prolonged reaction time. Nevertheless, both the synthetic 
approaches were found to be competent in yielding the title compounds. 
The comparison of two methods is depicted in Table 1. 

2.1.2. Characterization of the synthesized compounds by spectral methods 
The structural elucidation of synthesized hybrids, TOT 1–15, was 

established using FT-IR, LCMS, 1H, and 13C NMR spectroscopic data. The 
FT-IR spectra of compounds TOT 1–15, revealed the presence of two 
sharp bands due to the carbonyl stretching vibration of the thiazolidi-
nedione in the range of 1733–1758 cm-1and 1677–1700 cm−1. The peak 
in the range of 1310–1345 cm−1 indicated C–O stretching in oxadiazole 
ring and the bands noticed at 2923–2932 cm−1 and 3004–3015 cm- 
1were attributed to C–H stretching of methylene group between oxa-
diazole and thiazolidinedione rings. The 1H NMR spectrum revealed two 
singlets at 5.14–5.17 ppm and 7.96–8.23 ppm for CH2 protons bound to 

Fig. 2. Thiazolidin-2,4-diones moieties as anticancer agents.  

Scheme 1. Synthesis of 3-((5-(thiophen-2-yl)-1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4- dione aldehyde derivatives (TOT 1–15).  
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the oxadiazole ring and the thiazolidindione ring, and = C–H of alde-
hyde attached to thiazolidindione ring, respectively. The study of 13C 
NMR spectrum indicated two distinct peaks due to CH2 and = C–H 
carbons at 35.1–36.4 ppm and 159.5–161.5 ppm, as well as two 
carbonyl peaks at 166.6–167.5 and 164.7–165.4 ppm, respectively. Rest 
of the carbons were resonated as expected. The mass spectra of com-
pounds showed the molecular ion peak according to their respective 
molecular masses of compounds. Thus, mass spectral data confirmed the 
proposed formulae of compounds. 

2.2. X-ray crystallographic studies 

Single crystals of the intermediate TOT were obtained by slow 
evaporation of its dichloromethane solution. From X-ray crystallo-
graphic data, it was observed that TOT crystal belonged to the mono-
clinic crystal system with a space group of P21/c. The unit cell 
parameters of TOT were as follows: a = 14.9294(6) \AA, b = 4.9313(2) 
\AA, c = 16.8470(7) \AA and α = γ = 90◦, β = 105.434(3)◦. The com-
plete crystallographic details are given in Table 2. The ORTEP image of 

compound TOT with 50 % probability is shown in Fig. 3. The crystal 
structure has been deposited at the Cambridge Crystallographic Data 
Centre (deposition number: CCDC 2262173). 

Four molecules were packed in a unit cell and it crystallized in centro 
symmetric lattice. Weak intermolecular hydrogen bonds existed be-
tween both hydrogen atoms of methylene group and nitrogen atom of 
oxadiazole ring with a bond distance of 2.697 and 2.653 \AA. Another 
hydrogen bond between sulphur atom of thiazolidine-2,4-dione ring and 
hydrogen atom of the other thiazolidine-2,4-dione ring with a bond 
distance of 2.915 \AA was obsereved. The intermolecular hydrogen 
bonds between the molecules are embodied in Fig. 4. From the crys-
tallographic data, it was evident that the molecule was not planar in 
space, the plane of thiazolidine-2,4-dione ring making a dihedral angle 
of 84.52◦ with the plane of 1,3,4-oxadiazole. 

2.3. Biological evaluation 

2.3.1. Cell cytotoxicity (MTT) assay 
MTT colorimetric evaluation was used to assess the in vitro anti- 

cancer activity of all synthesized compounds (TOT 1–15) against 
MCF-7 (human breast adeno carcinoma) cell line. Epirubicin hydro-
chloride was used as a standard. The corresponding IC50 values were 
tabulated in Table 3. Among the studied compounds, TOT 12 to15 
surpassed the IC50 value of epirubicin hydrochloride (6.78 µg/mL) with 
IC50 values of 5.57, 6.53, 4.83, and 5.57 µg/mL against MCF-7 cell lines, 
respectively. The remarkable activity of these compounds might be 
attributed to the presence of electron withdrawing groups at ortho and/ 
or meta position of phenyl ring. However, the analogous functionalities 
at para position of the phenyl group did not make a significant contri-
bution towards the activity. Further, the di substitution of an electron- 
withdrawing halogen at the ortho and meta positions of the phenyl 
ring might also be a contributing factor for TOT 14′s higher potential. 
Additionally, compounds TOT- 2, 7 and 8 also showed good to moderate 
activity with respect to that of the standard. These findings demon-
strated that the hybrid molecules showed synergistic effects for cell 
cytotoxicity (MTT) action. Fig. 5 represents the pictorial representation 
of MTT assay results for compounds TOT 1–15 and epirubicin hydro-
chloride against MCF-7 cell lines. 

2.3.2. ROS production in MCF-7 cells with certain TOT derivatives 
Reactive oxygen species (ROS) at physiological levels are essential 

signalling molecules that regulate a variety of biological processes, 
altering host defence, gene expression, and cell proliferation [28]. The 
results of MTT assay revealed that TOT 12–15 exhibited the strong 
anticancer effect on MCF-7 breast cancer cells. The fluorescence in-
tensity for MCF-7 cells with and without TOT 12–15 was measured, and 
the fluorescence intensity upon irradiation with aforementioned 

Table 1 
Comparison of two methods used for the synthesize of TOT 1-15.  

Compound Method 1 Method 2 
Time (h) Temp. (̊C) Yield (%) Purity (TLC) Time (h) Temp. (̊C) Yield (%) Purity (TLC) 

TOT-1 5 75–80 70 >98 12 RT 95 >85 
TOT-2 6 75–80 60 >98 12 RT 90 >85 
TOT-3 6 75–80 70 >98 12 RT 95 >85 
TOT-4 6 75–80 65 >98 12 RT 95 >85 
TOT-5 5 75–80 30 >98 12 RT 90 >85 
TOT-6 5 75–80 40 >98 12 RT 90 >85 
TOT-7 5 75–80 60 >98 12 RT 90 >85 
TOT-8 6 75–80 40 >98 12 RT 90 >85 
TOT-9 6 75–80 50 >98 12 RT 95 >85 
TOT-10 5 75–80 70 >98 12 RT 95 >85 
TOT-11 5 75–80 80 >98 12 RT 95 >85 
TOT-12 5 75–80 80 >98 12 RT 95 >85 
TOT-13 6 75–80 20 >98 12 RT 90 >85 
TOT-14 6 75–80 30 >98 12 RT 90 >85 
TOT-15 6 75–80 40 >98 12 RT 90 >85  

Table 2 
X-ray crystallographic data of TOT and structural refinement.  

Chemical formula C10H7N3O3S2 

Molecular mass 281.31 
Crystal system, space group Monoclinic, P21/c 
Temperature (K) 296 
a, b, c (Å) 14.9294 (6), 4.9313 (2), 16.8470 (7) 
α, γ (◦) 90 
β (◦) 105.434 (3) 
V (Å3) 1195.57 (9) 
Z 4 
Radiation type Mo Kα 

µ (mm−1) 0.45 
Crystal size (mm) 0.21 × 0.19 × 0.18 
Diffractometer Bruker SMART X2S benchtop 
Absorption correction Multi-scan 

SADABS2012/1 (Bruker, 2012) was used for 
absorption correction. wR2(int) was 0.1095 
before and 0.0453 after correction. The Ratio 
of minimum to maximum transmission is 
0.8573. The □/2 correction factor is 0.0015. 

Tmin, Tmax 0.640, 0.746 
No. of measured, independent and 

observed [I > 2σ (I)] reflections 
13874, 3632, 2036 

Rint 0.035 
(sin θ/λ)max (Å−1) 0.718 
R[F2 > 2σ (F2)], wR(F2), S 0.055, 0.185, 1.07 
No. of reflections 3632 
No. of parameters 164 
H-atom treatment H-atom parameters constrained 
Δ>max, Δ>min (e Å−3) 0.32, −0.45  
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compounds and CellROX Deep Red was appreciably increased (Fig. 6). 
This indicated that the quantity of ROS produced in TOT 12–15 treated 
MCF-7 cells was greater than that in unincubated MCF-7 cells. MCF-7 
cells treated with TOT 12–15 were bulged compared to control due to 
increase in ROS production indicating that the synthesized compounds 
were able to eradicate cancer cells. The increased concentration of ROS 

indicated that the compounds TOT 12–15 acted on MCF-7 cell lines by 
triggering the intrinsic apoptotic pathway [29]. The percentage of 
relative ROS increased cells in compounds with respect to control is 
shown in Fig. 7. 

2.3.3. Cellular uptake and confocal fluorescence assay 
Cellular uptake plays an important role in a drug’s bioactivity so that 

internalization and accumulation of the drug into cancer cells is crucial 
for the therapeutic effect against tumours. For this reason, the in vitro 
cellular uptake behaviour of compounds TOT 12–15 in MCF-7 cell lines 
was largely investigated using laser scanning confocal microscope to 
confirm whether they could be efficiently internalized into tumour cells. 
Green fluorescence was noticed in MCF-7 cells after 2 h of treatment 
with compounds TOT 12–15, as illustrated in Fig. 8. This suggested 
effective internalization of compounds. The observed fluorescence in-
side the cells was considerably increased in compounds TOT 12 and 14 
compared to that in TOT 13 and 15, demonstrating that compounds 
TOT 12 and 14 had a significant rise in green emission indicating 
effective internalization. These compounds showcased the damage in 
cytoplasm and exhibited good anticancer activity. 

2.3.4. Assay for electrophoretic mobility shift of pUC19-DNA 
An electrophoretic mobility shift assay (EMSA) was used to analyse 

Fig. 3. ORTEP image of TOT by X-ray molecular structure with 50% probability.  

Fig. 4. Green dotted lines represent intermolecular hydrogen bonding (weak).  

Table 3 
In vitro anticancer activity of TOT 1–15.  

Compound IC50 (µg/mL) 
TOT-1 >25 
TOT-2 10.93 ± 1.05 
TOT-3 18.43 ± 1.07 
TOT-4 19.27 ± 1.10 
TOT-5 20.19 ± 1.14 
TOT-6 >25 
TOT-7 9.98 ± 0.99 
TOT-8 11.04 ± 0.95 
TOT-9 >25 
TOT-10 >25 
TOT-11 23.67 ± 0.95 
TOT-12 5.52 ± 1.00 
TOT-13 6.53 ± 1.25 
TOT-14 4.83 ± 1.30 
TOT-15 5.57 ± 0.79 
Epirubicin hydrochloride (Standard) 6.78 ± 1.10  

Fig. 5. MTT assay of synthesised compounds TOT 1–15 with epirubicin hy-
drochloride for MCF-7 cell lines (Anticancer activity). 
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the influence of the synthesized compounds on the characteristics of 
plasmid DNA. In general, the compound of interest was exposed to 
plasmids of supercoiled DNA. Single-strand breaks induced the 

production of open circular DNA (oc-DNA), whereas double-strand 
breaks resulted in the formation of linear DNA, both of which might 
be distinguished from super coiled DNA (sc-DNA) by gel electrophoresis 

Fig. 6. Deep red staining fluorescence pictures. ROX-L: Incubate cells for 1 h in the dark with Cell ROX Deep Red, then irradiate (532 nm, 1 min, 20 mW/cm2); TOT 
12,13,14,15 + ROX-L: Co-incubate cells for 1 h in the dark with TOT 11, 12, 13, 14, 15, and Cell ROX Deep Red, then irradiate (532 nm, 1 min, 20 mW/cm2). 

Fig. 7. The percentage of relative ROS raised cells in compounds TOT 12, 13, 14, 15 and the control.  

Fig. 8. Intracellular fluorescence images of compounds in MCF-7 cells after incubating with TOT 12, 13, 14, 15 (5 µM) via confocal fluorescence imaging.  
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[30]. 
By quantifying the sc and oc agarose gel DNA bands, it was possible 

to assess the generation of oc-DNA by treatment with NiCl2/H2O2 and its 
suppression by the chosen TOT derivatives (Fig. 9). While treatment 
with the ethidium bromide, a positive intercalating control, inhibited 
the synthesis of oc-DNA by less than 50 %. The more suppression of oc- 
DNA production by TOT derivatives was seen for compound TOT 
13&14, indicating that the compounds under study have interacted with 
DNA. 

2.4. Binding studies 

DNA is a physiologically important macromolecule that plays an 
important part in cellular advancement such as replication, transcrip-
tion, and translation. These pathways are critical for cell survival and 
growth. As a result, cellular DNA is the most significant pharmacological 
target of a variety of medications. So, DNA-drug interaction studies are 
extremely useful and necessary for the development of innovative and 
more effective medications with fewer adverse effects [31,32]. TOT-14, 
a more potent anticancer agent among the synthesized compounds, was 
selected to comprehend the interaction with ct-DNA. 

2.4.1. Interaction of TOT-14 with ct-DNA using fluorescent probe ethidium 
bromide (EB) as a probe 

Fluorescence spectroscopy is useful and efficient tool for the inves-
tigation of a small molecule-DNA binding. Since, ct-DNA shows only 
weak fluorescence, we used a well-known fluorescence probe, EB. EB 
intercalates into ct-DNA base pairs, increasing the intensity of ct-DNA 
emission. The addition of TOT-14 resulted in a substantial decrease in 
the emission intensity of ct-DNA-EB without a shift in the emission 
wavelength suggesting the change in the environment around ct-DNA. 
F0/F = 1+Ksv[Q] = 1+Kqτ0[Q] (1)  

where, F and F0 are the fluorescence intensities in the presence and 
absence of a quencher, Ksv is the Stern–Volmer quenching constant, Kq is 
the bimolecular quenching constant, τ0 is the average lifespan of the 
fluorophore in the absence of a quencher and [Q] is the concentration of 
the quencher. 

2.4.2. Evaluation of binding constant 
The determination of binding constant of a drug-macromolecule 

system offers information on the binding affinity of a specific drug to-
wards that macromolecule. The binding constant (K) of TOT-14-ct-DNA- 
EB system and the number of TOT-14 molecules (n) per ct-DNA base pair 
in the interaction were calculated using the following equation: 
log(F0 − F)/F = logK + nlog[Q] (2) 

The intercept and slope of the log [(F0- F)/F] vs. log [Q] plot yielded 
the values of K and n, respectively and the relevant values are given in 
Table 4. TOT-14 showed a moderate binding with ct-DNA as evident 
from K value which is in the order of 103. The value of n near to unity 
suggested that each combination had one independent class of binding 

sites on ct-DNA. The fluorescence spectra and Stern-Volmer plot for ct- 
DNA-TOT-14-EB are illustrated in Fig. 10. 

2.5. Molecular docking studies 

To investigate the mechanism of anticancer activity and detailed 
intermolecular interactions between the synthesized compounds, mo-
lecular docking studies were performed on the binary and ternary 
crystal structures of a novel inhibitor of 17 beta-HSD type 1, a lead 
compound for breast cancer therapy (PDB ID 3HB5, 2.00 Å X-ray reso-
lution) [33] using the Surflex-dock programme of sybyl-X 2.0 software. 
All the inhibitors were docked into the active site of enzyme as shown in 
Fig. 11A and B. The predicted binding energies of the compounds are 
listed in Table 5. The docking study revealed that all the compounds 
have showed good docking score against breast cancer protein. 

As depicted in Fig. 12(A-C), compound TOT-13 makes three 
hydrogen bonding interactions at the active site of the enzyme (PDB ID: 
3HB5). Among these an interaction was through nitrogen atom present 
at 4th position of 1,3,4-oxaidazole ring with hydrogen atom of ASN152 
(-N————H-ASN152, 2.34 Å), oxygen atom present at the 2nd posi-
tion of thiadiazolidine-2,4-dione ring makes two interactions with 
hydrogen atoms of SER142 and GLY144 (O————H-SER142, 2.70 Å; 
O————H-GLY144, 2.05 Å). 

As depicted in Fig. 13(A-C), compound TOT-4 makes three hydrogen 
bonding interactions at the active site of the enzyme (PDB ID: 3HB5). 
Among these an interaction was through nitrogen atom present at 4th 
position of 1,3,4-oxaidazole ring with hydrogen atom of ASN152 
(-N————H-ASN152, 2.30 Å), oxygen atom present at the 2nd posi-
tion of thiadiazolidine-2,4-dione ring makes two interactions with 
hydrogen atoms of SER142 and GLY144 (O————H-SER142, 2.75 Å; 
O————H-GLY144, 2.04 Å). The interaction of epirubicin with pro-
tein active sites shows ten bonding interactions and the docked view of 
the same has been depicted in Fig. 14(A-C). Fig. 15(A&B) represents the 
hydrophobic and hydrophilic amino acids which are surrounded to the 
studied compounds TOT 13 & 4. 

All the compounds showed consensus score in the range of 
7.15–5.01, indicating the summary of all forces of interaction between 
ligands and the protein. We noticed that the studied compounds have 
shown similar type of interactions with amino acid residues (ASN152, 
SER142 and GLY144) as that of epirubicin drug. These scores indicated 
that the molecules preferentially bound to protein in comparison to the 
reference drug, epirubicin hydrochloride (Table 5). Thus, TOT 1–15 
compounds are proposed to exhibit epirubicin type biological activity. 

2.6. ADME studies 

The Lipinski analysis makes use of physico-chemical characteristics 
to forecast how much an oral medicinal agent would resemble a medi-
cation. This rule-of-five illustrates how physico-chemical and pharma-
cokinetics indices are related. According to Lipinski’s rule, an orally 
active drug-like compound should not have more than one infraction of 
the following standards: molecular weight not exceeding 500 Da, octa-
nol–water partition coefficient (log P) not exceeding 5, hydrogen bond 
donors not exceeding 5, and hydrogen bond acceptors not exceeding 10 
[34]. All the synthesized compounds, TOT 1–15 followed Lipinski rule 
of five. Therefore, they have the potential to be developed into medi-
cations that can be taken orally. Table 6 consists of some important 
physico-chemical characteristics of synthesized compounds. 

Fig. 9. Treatment of pUC19 DNA with NiCl2/H2O2 and ethidium bromide. 
Agarose gel electrophoresis was used to find the pUC plasmid DNA that was 
super coiled (SC) and open circular (OC). Lane 1: pUC19 DNA was treated for 1 
h with 50 µM NiCl2 and 0.5 mM H2O2, then for 1 h with 2 mM ethidium bro-
mide. Lane 2–5: After being incubated with NiCl2/H2O2 for 1 h, pUC 19 DNA 
was treated with 2 mM of TOT-12, 13, 14, 15. 

Table 4 
The binding constant (K), Stern-Volmer constant (Ksv) and quenching rate 
constant of ct-DNA (Kq) for TOT 14-ct-DNA system.  

System K, 103 (Lmol¡1) Ksv, 106 (Lmol¡1) Kq, 1015 (Lmol¡1s¡1) 
TOT 14-CtDNA  4.25  4.00  4.96  
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3. Conclusions 

Thiophene-1,3,4-oxadiazole-thiazolidine-2,4-dione hybrids were 
synthesized in high yields using the Knoevenagel condensation method. 

IR, 1H NMR, 13C NMR and mass spectral data were used to characterize 
the synthesized molecules. Single crystals of the intermediate com-
pound, TOT were developed and its crystallographic data was collected 
and refined to deduce the structure of compound. The findings of 

Fig. 10. A: Fluorescence spectra of ct-DNA-EB in the presence and absence of TOT 14 (1.32–11.88 µM).The concentration of ct-DNA (5.20 µM). B: Stern- Volmer plot 
for ct- DNA-EB in the presence of compound TOT-14. 

Fig. 11. Docked view of all the compounds at the active site of the enzyme PDB ID: 3HB5.  

Table 5 
Surflex docking score (kcal/mol) of TOT 1–15.  

Compound C Scorea Crash Scoreb Polar Scorec D Scored PMF Scoree G Scoref Chem Scoreg 

Epirubicin  7.15  −1.08  0.00  −118.330  −85.106  −285.475  –32.832 
13  6.49  −1.06  0.73  −110.859  −75.748  −242.440  −31.473 
4  6.33  −1.66  0.08  −123.167  −81.585  −259.347  −31.666 
9  5.90  −1.40  0.00  −154.786  −76.591  −252.504  −29.033 
14  5.90  −1.32  0.02  −116.866  −62.699  −261.064  –33.931 
12  5.86  −1.66  0.04  −112.898  −56.421  −276.849  −30.924 
5  5.78  −0.95  0.00  −98.641  −80.757  −236.808  −29.656 
7  5.55  −2.34  0.24  −115.913  −77.342  −275.436  −31.549 
8  5.53  −1.48  0.35  −113.504  −86.515  −268.910  −29.431 
15  5.46  −2.19  0.78  −168.428  −77.398  −274.080  –32.651 
1  5.40  −1.41  0.70  −109.335  −65.457  −248.698  –33.664 
3  5.26  −1.36  0.02  −101.227  −83.918  −257.475  −31.246 
10  5.25  −1.09  0.74  −98.497  −67.557  −242.922  –32.458 
2  5.12  −1.08  1.10  −120.440  −88.642  −199.723  −25.279 
6  5.03  −1.16  0.00  −155.876  −74.196  −250.753  −31.265 
11  5.01  −1.86  0.91  −229.965  −108.187  −399.044  −43.485  
a C Score (Consensus Score) integrates a number of popular scoring functions for ranking the affinity of ligands bound to the active site of a receptor and reports the 

output of total score. 
b Crash-score revealing the inappropriate penetration into the binding site. Crash scores close to 0 are favorable. Negative numbers indicate penetration. 
c Polar indicating the contribution of the polar interactions to the total score. The polar score may be useful for excluding docking results that make no hydrogen 

bonds. 
d D-score for charge and van der Waals interactions between the protein and the ligand. 
e PMF-score indicating the Helmholtz free energies of interactions for protein–ligand atom pairs (Potential of Mean Force, PMF). 
f G-score showing hydrogen bonding, complex (ligand–protein), and internal (ligand–ligand) energies. 
g Chem-score points for H-bonding, lipophilic contact, and rotational entropy, along with an intercept term. 
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anticancer activity of novel derivatives (TOT 1–15) against MCF-7 
breast cancer cell lines demonstrated that the series’ TOT-14 (IC50: 4.83 
µg/mL), TOT-12 (IC50: 5.52 µg/mL), TOT-13 (IC50: 6.53 µg/mL), and 
TOT-15 (IC50: 5.57 µg/mL) compounds could be considered as prom-
ising anticancer agents. The cytotoxicity results revealed that all of the 
synthesized compounds showed reduced toxicity. Further, the findings 
showed that the increased capacity of cancer cell lines to generate ROS 

explained the selective photocytoxicity to tumour cells. The results of in 
vitro cellular uptake behaviour of compounds TOT 12, 13, 14 and 15 in 
MCF-7 cell lines described that compounds TOT 12 and 14 had a sig-
nificant rise in green emission indicating effective internalization. The 
outcome of DNA studies revealed the more suppression of oc-DNA 
production by TOT derivatives for compound TOT 13&14, indicating 
that the compounds under study have interacted with DNA. The more 

Fig. 12. Docked view of the compound TOT-13 at the active site of the enzyme PDB: 3HB5.  

Fig. 13. Interaction of the compound TOT-4 at the binding site of the enzyme (PDB ID: 3HB5).  
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potent anticancer agent, TOT-14 among the synthesized compounds was 
selected to study the interaction with ct-DNA using fluorescence spec-
troscopy under physiological conditions. The addition of TOT-14 
resulted in a substantial decrease in ct-DNA-EB emission intensity 
without a shift exhibiting moderate binding with ct-DNA. Molecular 
docking investigations showed hydrogen bonding interactions with the 
target protein. TOT 1–15 compounds potency, selectivity and minimal 
cytotoxicity led to increased anticancer progress. Molecular docking 
studies revealed that TOT derivatives have substantially identical 
docking scores to common chemotherapeutic drug, epirubicin hydro-
chloride. Thus, the synthesized TOT 1–15 compounds met the expec-
tations for drug-likeness and ADME. 

4. Experimental section 

4.1. Materials and methods 

All the starting materials and reagents were of analytical grade and 
were purchased from Spectrochem, sd-fine, TCI, Sigma Aldrich and 
HiMedia (India) and used without further purification. 1H and 13C NMR 
spectra were recorded in CDCl3, DMSO‑d6 and dichloromethane (DCM) 
on a 400 MHz FT-NMR Spectrometer (JEOL JNM-EC400S). Chemical 
shifts (δ) were reported in ppm relative to TMS, whereas coupling 
constants (J) were given in Hz. IR spectra were obtained on a Nicolet, 
5700 FT-IR spectrophotometer using KBr optics. Mass spectra were 
recorded on a Waters Xevo G2-XS QT (LC-MS/ESI-MS). Bruker SMART 
APEX II diffractometer was used to generate high resolution X-ray 
diffraction data. 

Fig. 14. Interaction of epirubicin at the binding site of the enzyme (PDB ID: 2HB5).  

Fig. 15. A) Hydrophobic amino acids surrounded to compounds TOT-13 (green colour) and TOT-4 (cyan colour). B) Hydrophilic amino acids surrounded to TOT- 13 
and TOT-4. 
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4.2. Chemistry 

As depicted in Scheme 1, thiophene-2-carbohydrazide is used as a 
starting material to prepare the key intermediate 2-(chloromethyl)-5- 
(thiophen-2-yl)-1,3,4-oxadiazole (TO) via two steps i.e, amidation and 
cyclization according to the reported procedures [35]. Final products 
were obtained by two different methods. In method-1, TO was coupled 
with potassium salt of thiazolidi-2,4-dione(TZD) to give 3-((5-(thio-
phen-2-yl)-1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT). 
Further, various substituted aldehydes were used to obtain final prod-
ucts (TOT 1–15) via Knoevenagel condensation and by-product N-(((Z)- 
(2-oxo-2-(thiophen-2-yl)ethyl)diazenyl)methylene)piperidine-1-car-
boxamide (BS). In Method-2, primarily different substituted aldehydes 
were treated with thiazolidinedione (TZD) through Knoevenagel 
condensation. Further, various aldehyde derivatives of TZD were 
coupled with TO to get final products TOT 1–15. All the TOT derivatives 
were characterized by IR, 1H NMR, 13C NMR and mass spectra. Structure 
of TOT was confirmed by single crystal XRD. Purity of analogues was 
determined to be above 95 % by liquid chromatography mass 
spectrometry. 

4.2.1. Synthesis ofN’-(2-chloroacetyl)thiophene-2-carbohydrazide (2) 
Thiophene −2-carbohydrazide (10 mmol, 1.42 g) was dissolved in 

ethyl acetate (20 mL) and chloroacetylchloride (10 mmol, 0.80 mL) was 
added slowly. The reaction mixture was stirred at room temperature for 
1 h where pale pink precipitate was formed. After completion of the 
reaction, the product was filtered and dried. Melting point: 68–70 ◦C. 

4.2.2. Synthesis of2-(chloromethyl)-5-(thiophen-2-yl)-1,3,4-oxadiazole 
(TO) 

Compound 2 was heated at 40 ◦C with phosphorus oxychloride for 2 
h. Excess of POCl3 was recovered by distillation and the reaction mixture 
was cooled to room temperature. The reaction mixture was then 
quenched with ice and stirred continuously to get the solid product 
(TO). It was further filtered and dried. Melting point: 70–72 ◦C. 

4.2.3. General procedure for the synthesis of 3-((5-(thiophen-2-yl)-1,3,4- 
oxadiazol-2-yl)methyl)thiazolidine-2,4-dione aldehyde derivatives (TOT 
1–15) 

Method −1. 
To a solution of TO (5 mmol, 1.0 g) in DMF (5 mL), potassium salt of 

thiazolidin-2,4-dione (TZD) (5 mmol, 0.77 g) was added and heated to 
about 60 ◦C for an hour. After completion of reaction, the mixture was 
quenched with water and product was extracted with dichloromethane. 
The organic layer was dried over anhydrous sodium sulphate, filtered 
and concentrated under reduced pressure to obtain 3-((5-(thiophen-2- 

yl)-1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT). 
Pale Yellow solid; Yield: 90 %; mp: 88–90 ◦C. FT-IR (KBr, cm−1) 

3099 (Ar C–H), 1758, 1676 (C––O), 1601(C––C), 1494, 1575(C––N), 
3004, 2967 (C–H, methylene),1038, 750, 713 (C–S)1339 (C–O);1H 
NMR (400 MHz, DMSO-D6) δ 7.92 (d, J = 4.9 Hz, 1H), 7.75 (d, J = 3.1 
Hz, 1H), 7.25 (t, J = 4.3 Hz, 1H), 4.98 (s, 2H), 4.29 (s, 2H).13C NMR 
(101 MHz, DMSO-D6) δ 172.2, 171.6, 161.4, 161.1, 132.4, 131.1, 129.3, 
124.4, 35.9, 34.6. Mass calculated for C10H7N3O3S2 is 280.9929; LCMS 
(ES + ) m/z: 282.0255[M + H+]. 

Substituted aldehyde (1 mmol) with TOT (1 mmol, 0.15 g) in EtOH 
(5 mL) with catalytic amount of piperidine was refluxed for 6–12 h to get 
derivatives of TOT. 

Method- 2 
Synthesis of aldehyde derivative of TZD: To a solution of TZD (10 

mmol) and different aldehyde (10 mmol) in EtOH (10 mL), catalytic 
amount of piperidine was added slowly at room temperature. The re-
action mixture was refluxed for 12 h with stirring. The completion of the 
reaction was monitored by TLC. After completion of the reaction, the 
mixture was poured to water and then sodium meta bisulphite was 
added to remove excess of aldehyde. Thus, the obtained solid was then 
filtered and dried. 

To a stirred solution of aldehyde derivative of TZD (5 mmol) in DMF 
(5 mL), K2CO3 (5 mmol) was added and heated to 40 ◦C for 1 h. To this, 
TO (5 mmol) was added and continued heating for another 1 h. Further, 
the reaction mixture was stirred for 12 – 24 h at room temperature to 
obtain the product. 

4.2.3.1. Z)-5-(4-methoxybenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxa-
diazol-2-yl)methyl)thiazolidine-2,4-dione (TOT-1). Yellow solid; Yield: 
85 %;mp: 171–173 ◦C. FT-IR (KBr, cm−1) 3101 (Ar C–H), 1756, 1698 
(C––O), 1605 (C––C), 1492, 1513 (C––N), 3004, 2925 (C–H, methy-
lene),1032, 723 (C–S), 1339 (C–O),1254 (C-OCH3).1H NMR (400 
MHz, DMSO-D6) δ 7.93 (dd, J = 6.7, 5.5 Hz, 2H), 7.77 (d, J = 3.7 Hz, 
1H), 7.60 (d, J = 8.6 Hz, 2H), 7.25 (dd, J = 4.9, 3.7 Hz, 1H), 7.09 (d, J =
8.6 Hz, 2H), 5.14 (s, 2H).13C NMR (101 MHz, DCM) δ 166.6, 164.7, 
161.5, 159.5, 134.5, 132.0, 130.1, 129.7, 127.8, 125.1, 124.2, 117.0, 
114.4, 55.2, 35.1. Mass calculated for C18H13N3O4S2 is 399.0347; LCMS 
(ES + ) m/z:400.0322 [M + H+]. 

4.2.3.2. Z)-5-(4-hydroxybenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-2). Yellow solid; Yield: 80 
%;mp: 174–176 ◦C. FT-IR (KBr, cm−1) 3098 (Ar C–H), 1745, 1696 
(C––O), 1593 (C––C), 1489, 1518 (C––N), 3004, 2924 (C–H, methy-
lene),10044, 738, 722 (C–S),1342 (C–O), 1261 (C-OH). 1H NMR (400 
MHz, DMSO-D6) δ 10.39 (s, 1H), 7.92–7.88 (m, 2H), 7.76 (d, J = 2.4 Hz, 
1H), 7.49 (d, J = 7.9 Hz, 2H), 7.25 (d, J = 3.7 Hz, 1H), 6.90 (d, J = 8.6 

Table 6 
Swiss ADME’s prediction of the physico-chemical characteristics of TOT derivatives.  

Comp. MF MW RB HBA HBD LogP BS TPSA LV 
TOT-1 C18H13N3O4S2  399.44 5 6 0  3.13  0.55  139.07 0 
TOT-2 C17H11N3O4S2  385.42 4 6 1  2.74  0.55  150.07 0 
TOT-3 C18H13N3O3S2  383.44 4 5 0  3.47  0.55  129.84 0 
TOT-4 C17H11N3O3S2  369.42 4 5 0  2.99  0.55  129.84 0 
TOT-5 C17H10FN3O3S2  387.41 4 6 0  3.43  0.55  129.84 0 
TOT-6 C17H10ClN3O3S2  403.86 4 5 0  3.65  0.55  129.84 0 
TOT-7 C17H10BrN3O3S2  448.31 4 5 0  3.76  0.55  129.84 0 
TOT-8 C17H10N4O5S2  414.42 5 7 0  2.56  0.55  175.66 0 
TOT-9 C18H10N4O3S2  394.43 4 6 0  2.9  0.55  153.63 0 
TOT-10 C19H15N3O5S2  429.47 6 7 0  3.1  0.55  148.3 0 
TOT-11 C19H12N4O3S2  408.45 4 5 1  3.25  0.55  145.63 0 
TOT-12 C15H9N3O3S3  375.45 4 5 0  3.12  0.55  158.08 0 
TOT-13 C17H9ClFN3O3S2  421.85 4 6 0  3.96  0.55  129.84 0 
TOT-14 C17H9Cl2N3O3S2  438.31 4 5 0  4.15  0.55  129.84 0 
TOT-15 C17H10BrN3O4S2  464.31 4 6 1  3.36  0.55  150.07 0 

MF- Molecular Formula; MW- Molecular Weight; RB-Number of Rotatable Bonds; HBA- Number of H-bond Acceptor; HBD- Number of H-bond Donor; LogP- partition 
coefficient between n-octanol and water; BS- Bioavailability Score; TPSA- topological polar surface area; LV- Lipinsk’s Violation. 
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Hz, 2H), 5.14 (s, 2H).13C NMR (101 MHz, DMSO-D6) δ 167.5, 165.4, 
161.4, 161.2, 160.9, 135.1, 133.4, 132.4, 131.1, 129.3, 124.4, 124.2, 
117.0, 116.4, 36.2. Mass Calculated for C17H11N3O4S2 is 385.0191; 
LCMS(ES + ) m/z: 385.9902 [M + H+]. 

4.2.3.3. (Z)-5-(4-methylbenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-3). Yellow solid; Yield: 80 
%;mp: 169–171 ◦C. FT-IR (KBr, cm−1) 3099 (Ar C–H), 1751, 1687 
(C––O), 1599 (C––C), 1490, 1509 (C––N), 3004, 2924 (C–H, methy-
lene),1040, 724, 705 (C–S),1341(C–O), 3080(C–H, methyl);1H NMR 
(400 MHz, DMSO-D6) δ 7.95–7.91 (m, 2H), 7.77 (d, J = 3.1 Hz, 1H), 7.52 
(d, J = 8.6 Hz, 2H), 7.34 (d, J = 7.9 Hz, 2H), 7.25 (t, J = 4.6 Hz, 1H), 
5.15 (s, 2H), 2.34 (s, 3H). 13C NMR (101 MHz, DCM) δ 166.6, 164.7, 
161.3, 159.4, 141.5, 134.7, 130.1, 129.9, 129.7, 129.5, 127.7, 124.1, 
118.8, 35.1, 20.8. Mass calculated for C18H13N3O3S2 is 383.0398; LCMS 
(ES + ) m/z: 384.0706.9902 [M + H+]. 

4.2.3.4. (Z)-5-benzylidene-3-((5-(thiophen-2-yl)-1,3,4-oxadiazol-2-yl) 
methyl)thiazolidine-2,4-dione (TOT-4). Yellow solid; Yield: 76 %;mp: 
168–170 ◦C. FT-IR (KBr, cm−1) 3106 (Ar C–H), 1758, 1689 (C––O), 
1608 (C––C), 1492, 1505 (C––N), 3004, 2925 (C–H, methylene),1038, 
740, 727 (C–S),1338(C–O).1H NMR (400 MHz, DMSO-D6) δ 7.99 (s, 
1H), 7.92 (d, J = 4.3 Hz, 1H), 7.77 (d, J = 3.7 Hz, 1H), 7.63 (d, J = 6.7 
Hz, 2H), 7.55–7.48 (m, 2H), 7.25 (dd, J = 4.7, 3.8 Hz, 1H), 5.15 (s, 
2H).13C NMR (101 MHz, DMSO-D6) δ 167.3, 165.3, 161.5, 161.1, 
134.6, 133.3, 132.4, 131.5, 131.1, 130.8, 130.0, 129.3, 124.4, 121.2, 
36.2. Mass calculated for C17H11N3O3S2 is 369.0242; LCMS(ES + ) m/z: 
370.0542 [M + H+]. 

4.2.3.5. (Z)-5-(4-fluorobenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-5). Yellow solid; Yield: 82 
%;mp: 174–176 ◦C. FT-IR (KBr, cm−1) 3103 (Ar C–H), 1736, 1682 
(C––O), 1611(C––C), 1505, 1572 (C––N), 3008, 2924 (C–H, methy-
lene),1038, 743, 717 (C–S),1320 (C–O),1240 (C-F).1H NMR (400 
MHz, DMSO-D6) δ 8.00 (s, 1H), 7.92 (dd, J = 4.9, 1.2 Hz, 1H), 7.76 (q, J 
= 1.6 Hz, 1H), 7.70 (dd, J = 8.6, 5.5 Hz, 2H), 7.38 (t, J = 8.9 Hz, 2H), 
7.25 (dd, J = 5.2, 4.0 Hz, 1H), 5.15 (s, 2H). 13C NMR (101 MHz, DMSO- 
D6) δ 167.2, 165.2, 162.4, 161.5, 161.1, 133.5, 133.4, 133.3, 132.4, 
131.1, 130.0, 129.3, 124.4, 120.9, 117.3, 117.1, 36.3. Mass Calculated 
for C17H10FN3O3S2 is 387.0148; LCMS(ES + ) m/z: 388.0436 [M + H+]. 

4.2.3.6. (Z)-5-(4-chlorobenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-6). Yellow solid; Yield: 80 
%;mp: 175–177 ◦C. FT-IR (KBr, cm−1) 3088 (Ar C–H), 1751, 1693 
(C––O), 1607 (C––C), 1490, 1506 (C––N), 3008, 2923 (C–H, methy-
lene),1040, 733, 723 (C–S),1338 (C–O), 733 (C-Cl).1H NMR (400 
MHz, DMSO-D6) δ 7.98 (s, 1H), 7.91 (d, J = 4.3 Hz, 1H), 7.76 (d, J = 2.4 
Hz, 1H), 7.62 (dd, J = 23.2, 8.6 Hz, 4H), 7.25 (t, J = 4.3 Hz, 1H), 5.15 (s, 
2H).13C NMR (101 MHz, DMSO-D6) δ 167.0, 165.2, 161.5, 161.0, 
136.1, 133.2, 132.4, 132.2, 131.1, 130.0, 129.3, 124.4, 122.0, 44.9, 
36.3, 25.9. Mass calculated for C17H10ClN3O3S2 is 402.9852; LCMS(ES 
+ ) m/z: 403.9757 [C17H1035ClN3O3S2, M + H+] 405.9733 
[C17H1037ClN3O3S2, M + H+]. 

4.2.3.7. (Z)-5-(4-bromobenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-7). Yellow solid; Yield: 82 
%;mp: 177–179 ◦C. FT-IR (KBr, cm−1) 3088 (Ar C–H), 1752, 1693 
(C––O), 1605 (C––C), 1488, 1507 (C––N), 3008, 2924 (C–H, methy-
lene),1040, 733, 722 (C–S), 1324 (C–O), 1073 (C-Br).1H NMR (400 
MHz, DMSO-D6) δ 7.96 (s, 1H), 7.92 (d, J = 4.0 Hz, 1H), 7.77–7.72 (m, 
3H), 7.57 (d, J = 8.6 Hz, 2H), 7.25 (t, J = 4.6 Hz, 1H), 5.15 (s, 2H).13C 
NMR (101 MHz, DMSO-D6) δ 167.0, 165.2, 161.5, 161.0, 133.3, 133.0, 
132.5, 132.4, 131.1, 129.3, 125.0, 124.4, 122.1, 36.3. Mass calculated 
for C17H10BrN3O3S2 is 446.9347; LCMS(ES + ) m/z: 447.9244 
[C17H1079BrN3O3S2 + H+] 449.9235 [C17H1081BrN3O3S2 + H+]. 

4.2.3.8. (Z)-5-(4-nitrobenzylidene)-3-((5-(thiophen-2-yl)-1,3,4-oxadia-
zol-2-yl)methyl)thiazolidine-2,4-dione (TOT-8). Light brown solid; Yield: 
78 %; mp: 176–178 ◦C. FT-IR (KBr, cm−1) 3106 (Ar C–H), 1745, 1690 
(C––O), 1609 (C––C), 1489, 1572 (C––N), 3008, 2925 (C–H, methy-
lene),1033, 751, 734 (C–S),1345 (C–O), 1508, 1345 (N–O). 1H NMR 
(400 MHz, DMSO-D6) δ 8.32 (d, J = 7.9 Hz, 2H), 8.09 (s, 1H), 7.92–7.87 
(m, 3H), 7.77 (s, 1H), 7.25 (s, 1H), 5.17 (s, 2H).13C NMR (101 MHz, 
DMSO-D6) δ 166.8, 165.0, 161.5, 160.9, 148.3, 139.6, 132.4, 131.8, 
131.7, 131.1, 129.3, 125.6, 124.9, 124.4, 36.3.Mass calculated for 
C17H10N4O5S2 is 414.0093; LCMS(ES + ) m/z: 415.0106 [M + H+]. 

4.2.3.9. (Z)-4-((2,4-dioxo-3-((5-(thiophen-2-yl)-1,3,4-oxadiazol-2-yl) 
methyl)thiazolidin-5-ylidene)methyl)benzonitrile (TOT-9). Light Yellow 
solid; Yield: 78 %;mp: 164–166 ◦C. FT-IR (KBr, cm−1) 3097 (Ar C–H), 
1758, 1700 (C––O), 1613 (C––C), 1487, 1567 (C––N), 3015, 2925 
(C–H, methylene),1036, 738, 723 (C–S), 1335 (C–O), 2228 
(C–––N).1H NMR (400 MHz, DMSO-D6) δ 8.04 (s, 1H), 7.97 (d, J = 8.6 
Hz, 2H), 7.92 (d, J = 4.9 Hz, 1H), 7.80–7.76 (m, 3H), 7.25 (t, J = 4.3 Hz, 
1H), 5.16 (s, 2H).13C NMR (101 MHz, DMSO-D6) δ 166.9, 165.0, 161.5, 
160.9, 137.8, 133.7, 132.4, 132.4, 131.1, 129.3, 124.9, 124.4, 118.9, 
113.0, 36.3. Mass calculated for C18H10N4O3S2 is 394.0194; LCMS(ES 
+ ) m/z: 395.0457 [M + H+]. 

4.2.3.10. (Z)-5-(3,4-dimethoxybenzylidene)-3-((5-(thiophen-2-yl)-1,3,4- 
oxadiazol-2-yl) methyl)thiazolidine-2,4-dione (TOT-10). Bright Yellow 
solid; Yield: 90 %; mp: 158–160 ◦C. FT-IR (KBr, cm−1) 3111 (Ar C–H), 
1733, 1686 (C––O), 1591 (C––C), 1471, 1591 (C––N), 3008, 2929 
(C–H, methylene),1036, 771, 737 (C–S), 1310 (C–O), 1274 (C- 
OCH3).1H NMR (400 MHz, DMSO-D6) δ 7.92 (t, J = 4.3 Hz, 2H), 7.76 
(d, J = 2.4 Hz, 1H), 7.26–7.20 (m, 3H), 7.11 (d, J = 9.2 Hz, 1H), 5.15 (s, 
2H), 3.80 (d, J = 7.9 Hz, 6H).13C NMR (101 MHz, DMSO-D6) δ 167.3, 
165.3, 161.4, 161.1, 151.8, 149.5, 135.0, 132.4, 131.1, 129.3, 126.0, 
124.6, 124.4, 117.9, 114.1, 112.7, 56.3, 56.1, 36.2. Mass Calculated for 
C19H15N3O5S2 is 429.0453; LCMS(ES + ) m/z: 430.0692 [M + H+]. 

4.2.3.11. (Z)-5-((1H-indol-3-yl)methylene)-3-((5-(thiophen-2-yl)-1,3,4- 
oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT-11). Yellow solid; 
Yield: 88 %;mp: 193–195 ◦C. FT-IR (KBr, cm−1) 3114 (Ar C–H), 1733, 
1677 (C––O), 1597 (C––C), 1489, 1577 (C––N), 3008, 2924 (C–H, 
methylene),1040, 748, 732 (C–S), 1328 (C–O), 3282 (N–H). 1H NMR 
(400 MHz, DMSO-D6) δ 12.24 (s, 1H), 8.23 (s, 1H), 7.93–7.90 (m, 2H), 
7.83 (s, 1H), 7.78 (d, J = 3.7 Hz, 1H), 7.48 (d, J = 7.9 Hz, 1H), 7.26–7.16 
(m, 3H), 5.15 (s, 2H).13C NMR (101 MHz, DMSO-D6) δ 167.2, 165.1, 
161.4, 136.8, 132.4, 131.1, 130.1, 129.3, 127.4, 127.3, 124.4, 123.8, 
121.8, 119.0, 113.3, 113.0, 110.9, 36.2.Mass Calculated for 
C19H12N4O3S2 is 408.0351; LCMS(ES + ) m/z: 409.0596 [M + H+]. 

4.2.3.12. (Z)-3-((5-(thiophen-2-yl)-1,3,4-oxadiazol-2-yl)methyl)-5-(thio-
phen-2-ylmethylene)thiazolidine-2,4-dione (TOT-12). Yellow solid; Yield: 
86 %;mp: 154–156 ◦C. FT-IR (KBr, cm−1) 3100 (Ar C–H), 1745, 1685 
(C––O), 1595(C––C), 1491, 1563(C––N), 3008, 2924 (C–H, methy-
lene),1040, 730, 718 (C–S),1324 (C–O).1H NMR (400 MHz, DMSO- 
D6) δ 8.27 (s, 1H), 8.05 (d, J = 4.9 Hz, 1H), 7.93–7.91 (m, 1H), 
7.77–7.73 (m, 2H), 7.27 (dt, J = 16.9, 4.4 Hz, 2H), 5.14 (s, 2H).13C NMR 
(101 MHz, DMSO-D6) δ 166.6, 165.0, 161.5, 161.1, 137.4, 136.1, 134.6, 
132.4, 131.1, 129.7, 129.3, 127.9, 124.4, 118.3, 36.3. Mass Calculated 
for C15H9N3O3S3 is 374.9806;LCMS(ES + ) m/z: 376.0310 [M + H+]. 

4.2.3.13. (Z)-5-(2-chloro-6-fluorobenzylidene)-3-((5-(thiophen-2-yl)- 
1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT-13). Yellow 
solid; Yield: 82 %;mp: 152–154 ◦C. FT-IR (KBr, cm−1) 3088 (Ar C–H), 
1753, 1698 (C––O), 1600 (C––C), 1491, 1568(C––N), 3008, 2926 (C–H, 
methylene),1038, 758, 722 (C–S),1329 (C–O), 722 (C-Cl),1376 (C-F). 
1H NMR (400 MHz, DMSO-D6) δ 7.92–7.76 (m, 3H), 7.56–7.37 (m, 3H), 
7.25 (t, J = 4.0 Hz, 1H), 5.14 (s, 2H).13C NMR (101 MHz, DMSO-D6) δ 
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166.7, 164.4, 161.5, 160.9, 158.3, 134.6, 133.5, 132.4, 131.1, 129.3, 
126.8, 126.0, 124.4, 120.6, 116.1, 115.9, 36.4. Mass Calculated for 
C17H9ClFN3O3S2 is 420.9758; LCMS(ES + ) m/z: 422.0007 
[C17H935ClFN3O3S2 + H+] 423.9959 [C17H937ClFN3O3S2 + H+]. 

4.2.3.14. (Z)-5-(2,3-dichlorobenzylidene)-3-((5-(thiophen-2-yl)-1,3,4- 
oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT-14). Orange solid; 
Yield: 74 %; mp: 150–152 ◦C. FT-IR (KBr, cm−1) 3107 (Ar C–H), 1751, 
1698 (C––O), 1600 (C––C), 1491, 1570 (C––N), 3008, 2927 (C–H, 
methylene),1047, 784, 720 (C–S),1325 (C–O),720 (C-Cl).1H NMR 
(400 MHz, DMSO-D6) δ 8.04 (s, 1H), 7.92 (d, J = 4.3 Hz, 1H), 7.76 (dd, 
J = 8.3, 2.1 Hz, 2H), 7.55–7.50 (m, 2H), 7.25 (dd, J = 4.9, 3.7 Hz, 1H), 
5.16 (s, 2H).13C NMR (101 MHz, DMSO-D6) δ 166.9, 164.8, 162.8, 
161.5, 160.9, 133.9, 133.6, 132.8, 132.4, 131.1, 130.7, 129.5, 129.3, 
128.1, 127.2, 124.4, 36.3. Mass Calculated for C17H9Cl2N3O3S2 is 
436.9462; LCMS(ES + ) m/z: 422.0007 [C17H935Cl2N3O3S2 + H+] 
423.9959 [C17H937Cl2N3O3S2 + H+]. 

4.2.3.15. (Z)-5-(4-bromo-2-hydroxybenzylidene)-3-((5-(thiophen-2-yl)- 
1,3,4-oxadiazol-2-yl)methyl)thiazolidine-2,4-dione (TOT-15). Yellow 
solid; Yield: 70 %;mp: 168–170 ◦C. FT-IR (KBr, cm−1) 3110 (Ar C–H), 
1743, 1693 (C––O), 1601 (C––C), 1424, 1565 (C––N), 3008, 2932 
(C–H, methylene),1039, 738, 717 (C–S),1321 (C–O), 1424 (C-Br), 
1247 (C-OH). 1H NMR (400 MHz, DMSO-D6) δ 10.99 (s, 1H), 8.00 (s, 
1H), 7.92 (d, J = 4.9 Hz, 1H), 7.77 (d, J = 3.7 Hz, 1H), 7.45 (td, J = 9.2, 
2.4 Hz, 2H), 7.25 (t, J = 4.3 Hz, 1H), 6.91 (d, J = 8.6 Hz, 1H), 5.14 (s, 
2H).13C NMR (101 MHz, DMSO-D6) δ 167.2, 165.3, 161.4, 161.1, 
156.9, 135.5, 132.4, 131.4, 131.1, 129.3, 128.7, 124.4, 122.5, 121.6, 
118.9, 111.1, 36.2. Mass calculated for C17H10BrN3O4S2 is4 62.9296; 
LCMS(ES + ) m/z: 464.0549 [C17H1079BrN3O4S2 + H+] 465.9527 
[C17H10 81BrN3O4S2 + H+]. 

4.3. Single crystal X-ray crystallographic studies 

X-ray crystallographic data was collected on a Bruker APEX-II CCD X- 
ray diffractometer. The structural analysis was performed on a computer 
with the SHELXT 2018/2 [36], SHELXL 2018/3 [37] and Olex2 1.5 [38] 
program package. Monochromated (doubly curved silicon crystal) Mo- 
Kα radiation (0.7107\AA) from a sealed microfocus tube was used to 
evaluate intensity. The generator was tuned to 50 kV and 1 mA. Six sets 
of Omega scans at various Phi values were used to obtain data. The 
breadth of the frame was 0.5◦. For preliminary unit cell determination, 
the APEX2 software was employed. SAINT was used for the determi-
nation of integrated intensities and unit cell refinement. SADABS was 
used to adjust the data for absorption effects using the multi-scan 
approach [39]. The structure was resolved using ShelxT in the Olex 
2.0 [38] package and polished using full-matrix least squares based on 
F2 in ShelxL [40]. CCDC 2221637 contains the supplementary crystal-
lographic data for the said compound. 

4.4. Biological evaluation 

4.4.1. Cell growth 
MCF-7 (human breast cancer cell line) was cultured in Dulbecco’s 

Modified Eagle Medium (DMEM) containing 10 % fetal bovine serum, 
100 μg/mL penicillin and 100 μg/mL streptomycin antibiotics. The cells 
were incubated under 5 % CO2 at 37 ◦C. After the cells grew well, the 
logarithmic growth phase cells were digested with trypsin to prepare the 
cell suspension for further biological assays. TOT 12–15 were placed at 
24 ◦C upon dissolving in dimethyl sulphoxide (DMSO) at storage 
concentration. 

4.4.2. Cell cytotoxicity (MTT) assay 
Using the MTT assay (3-(4, 5-dimethylthiazol- 2-yl)-2, 5-diphenylte-

trazolium bromide), the human breast cancer cell lines (MCF-7) were 

seeded in 96 wells plate containing 100 μL of DMEM (high glucose) 
medium, and allowed to grow. After 2 days, 100, 75, 50 and 25 µg/mL of 
sample were dissolved in 500 μL of 80 % chloroform and 20 % methanol. 
Then, these cells were treated with varying doses of samples and 
observed after 4 h. 10 μL of MTT reagent was added to the 96 wells plate 
and left for 3 to 4 h. After that, the medium was removed from 96 wells 
plate and 50 μL of 100 % DMSO was added to each well and shaken for 
10 s. Then, absorbance was measured at 570 nm using a multi-well plate 
reader. Each concentration was repeated in three wells and the same 
experimental conditions were maintained for all testing procedures. The 
MTT assays were repeated three times for each cell line. The results were 
expressed as IC50 values (mean, n = 3) with standard deviation, which 
was defined as the concentration at which 50 % survival of cells was 
discerned. Epirubicin hydrochloride was co-assayed as positive control. 

4.4.3. Cellular uptake and confocal fluorescence imaging of MCF-7 cells 
Cellular uptake assay was carried out to investigate the mechanism 

of cytotoxicity in cancer cells. MCF-7 cells was cultured in DMEM me-
dium supplemented with 10 % fatal bovine serum (FBS) in an atmo-
sphere of 5 % CO2 and 95 % air at 37 ◦C [41]. Before imaging, the cells 
were incubated with RPMI-1640 containing TOT 12, 13, 14 and 15 in 
the dark at 37 ◦C for incubation time (2 h). The fluorescence images of 
TOT 12, 13, 14 and 15 incubated cells were collected upon excitation at 
460 nm with an emission band path of 400–600 nm. All of the images 
were captured using a Zeiss LSM710 laser scanning confocal microscope. 

4.5. Steady state fluorescence quenching spectral measurements 

A stock solution of TOT-14 (5 mM) was prepared by dissolving the 
appropriate amount of it in DMSO and diluted with millipore water to 
get a concentration of 100 µM. A stock solution of ct-DNA was prepared 
by dissolving ct-DNA in phospate buffer (pH 7.4). A stock solution of 
ethidium bromide solution (250 µM) was prepared. The purity of ct-DNA 
was determined by comparing the absorbance at 260 nm to that at 280 
nm. This ratio was determined to be 1.86, suggesting that the ct-DNA 
was adequately protein-free. The concentration of ct-DNA was deter-
mined spectrophotometrically at 260 nm using a molar extinction co-
efficient of 6600 L mol−1 cm−1 [42]. All of the chemicals utilised were of 
analytical quality. 

All fluorescence spectra were recorded on a Agilent Technologies 
Carry Eclipse fluorescence spectrophotometer equipped with a Xenon 
flash lamp and a Cary single cell peltier to maintain the constant tem-
perature. The excitation and emission slit widths was set at 5 nm. 

4.6. Molecular docking 

Molecular docking was used to clarify the binding mode of the 
compound to provide straight forward information for further structural 
optimization. 

Binary and ternary crystal structures of a novel inhibitor of 17 beta- 
HSD type 1, a lead compound for breast cancer therapy (PDB ID 3HB5, 
2.00 Å X-ray resolution) was extracted from the Brookhaven Protein 
Database (PDB http://www.rcsb.org/pdb). The proteins were prepared 
for docking by adding polar hydrogen atom with Gasteiger-Huckel 
charges and water molecules were removed. The 3D structure of the 
ligands was generated by the SKETCH module implemented in the 
SYBYL program (Tripos Inc., St. Louis, USA) and its energy-minimized 
conformation was obtained with the help of the Tripos force field 
using Gasteiger-Huckel [43] charges and molecular docking was per-
formed with Surflex-Dock program that is interfaced with Sybyl-X 2.0. 
[44] and other miscellaneous parameters were assigned with the default 
values given by the software. 
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Fluorenone–thiazolidine-4-one scaffolds as
antidiabetic and antioxidant agents: design,
synthesis, X-ray crystal structures, and binding
and computational studies†

Manasa A. Doddagaddavalli,a Veerendra Kumar A. Kalalbandi,b T. R. Ravi Naik,c

Shrinivas D. Joshid and Jaldappagari Seetharamappa *a

Using 2-(9H-fluoren-9-ylidene)hydrazinyl)thiazol-4(5H)-one and substituted benzaldehydes, a new

library of fluorenone–thiazolidine-4-one scaffolds (5a–u) were synthesized and characterized using FT-

IR, 1H NMR, 13C NMR and mass spectral data. Single crystals of compound 5s were developed and

crystallographic data were collected. Hirshfeld surface evaluation was used to investigate the

intermolecular interactions that exist within the crystals. The synthesized compounds were screened for

in vitro antioxidant and anti-diabetic properties by DPPH scavenging activity and a-glucosidase

inhibition, respectively. Compounds 5a–l exhibited promising DPPH scavenging activity. Compound 5l

showed an IC50 value of 27.70 � 0.8 mM, which is 4.25-fold greater as compared to that of the standard,

gallic acid (an IC50 value of 117.92 � 2.8 mM). Compound 5g exhibited good a-glucosidase inhibition

with an IC50 value of 114.58 � 1.6 mM, which is less than that of the standard inhibitor, acarbose, with an

IC50 value of 115.49 � 2.2 mM. The mechanism of binding of compound 5g with human serum albumin

(HSA) and calf thymus DNA (Ct-DNA) was studied by fluorescence spectroscopy. Furthermore, the ADME

properties of the designed compounds were studied using the SwissADME online tool. The molecular

docking studies of the compounds were performed against acid-a-glucosidase, in complex with

1-deoxynojirimycin (PDB ID: 5NN5).

Introduction

Diabetes mellitus (DM) is a chronic disease characterized
by dyslipidemia and high blood sugar levels, which are primar-
ily caused by environmental and hereditary factors. Addition-
ally, there are two forms, viz., insulin-dependent diabetes
mellitus (IDDM) and non-insulin-dependent diabetes mellitus
(NIDDM). NIDDM, often known as type 2 diabetes (T2DM),
affects more than 90% of diabetic individuals. T2DM is pre-
sently incurable and is considered as deadly illness with a high
prevalence of morbidity and disability.1 It can cause long-term

harmful effects on organs such as the kidneys, liver, eyes,
nerves, heart, and veins. Some of these organs can even fail
and may lead to death.2

The typical course of therapy focuses mostly on controlling
and lowering the blood sugar level to return to the normal
range. However, there are many approaches to control the effect
of T2DM. The primary mechanisms in both conventional
medicine and western medicine involve lowering of blood sugar
levels by stimulating pancreatic b-cells, blocking hormones that
increase blood sugar, enhancing the affinity and sensitivity of
insulin receptors, reducing glycogen release, enhancing glucose
utilization in many tissues and organs, eradicating free radi-
cals, increasing resistance to lipid peroxidation, correcting lipid
and protein metabolic disorders, and enhancing the general
health.3

Feasting diets that are rich in carbohydrates could activate
the high blood glucose level due to the rapid absorption of
carbohydrates by the small intestine. This phenomenon is
aided by the sugar hydrolysing enzymes such as a-glucosidase
which reside in the epithelial mucosa of the small intestine.
One crucial therapeutic strategy to manage diabetes is to
decrease postprandial hyperglycemia, which can be regulated
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by prolonging the absorption of glucose by inhibition of
the carbohydrate-hydrolyzing enzymes, a-amylase and a-
glucosidase in the digestive tract.4 a-Glucosidase is essential
in hydrolyzing the 1,4-a-glucopyranoside bonds to harvest a-
glucose.5 The small intestine’s ability to absorb carbohydrates
could be delayed by inhibition of a-glucosidase, which would
also lower postprandial blood glucose levels.6 Additionally, a-
glucosidase inhibitors have been promoted as T2DM treatment
medications. Consequently, it was proposed that one of the
most promising strategies for the therapy of diabetes was the
inhibition of the a-glucosidase enzyme.7

Thiazolidinones, which raise insulin sensitivity and improve
glycemic control, are increasingly being used to treat T2DM.
The heterocyclic compounds, namely, thiazolidine-4-one and
its derivatives that contain a carbonyl group in the fourth
position, are crucial components of many synthetic medica-
tions with a range of biological functions.8 For instance,
thiazolidine-4-one-based hybrids I and II (Fig. 1) have been
found to be powerful PPARd agonists and a-glucosidase inhi-
bitors for the treatment of T2DM. The widespread use of the
thiazolidine-4-one ring, on the other hand, has exhibited a wide
range of biological activities including anticancer,9–13 anti-
tuberculosis,14 antiviral,15 antimicrobial,16 antimycobac-
terial,17 and anti-HIV.18,19

Furthermore, biologically active molecule hybridization is a
potent drug discovery approach that has been used to treat a
number of ailments. In this context, we have designed scaffolds
of thiazolidine-4-one and fluorenone. Fluorenone is a polysub-
stituted benzene derivative that plays a significant role in the
fields of medicinal chemistry and materials sciences. Fluore-
none scaffolds are extensively found in a variety of physiologi-
cally significant compounds including antinociceptive,20

anticancer,21 antimicrobial,22 antitubercular,23 and antiviral24

compounds. For instance, fluorenone based hybrids III and IV

with anticancer and antitubercular activity, respectively, are
given in Fig. 1.

To continue our investigation on the thiazolidine-4-one
scaffold and in the light of the aforementioned results, we have

hybridised the biologically active compound thiazolidine-4-one
with the fluorenone moiety in this study. The newly synthesized
libraries of compounds (5a–5u) were characterized using FT-IR,
1H NMR, 13C NMR and mass (LC-MS) spectral data. Single
crystals of compound 5s were developed and crystallographic
data were collected. The said compound was crystallised in the
triclinic space group of P%1. It is hypothesized that the antidia-
betic and antioxidant potentials of compounds are directly
related. Research studies have demonstrated that the com-
pound with a stronger glucose-lowering impact also had a high
antioxidant capacity. We have compared the synthesized com-
pounds’ ability to inhibit a-glucosidase activity with that of the
standard, acarbose, and the DPPH radical scavenging activity to
that of the standard, gallic acid. Furthermore, molecular dock-
ing studies are supportive in positioning the optimized 3D
structure of a small ligand into a receptor structure in a variety
of orientations, conformations, and locations. This strategy
can be used to create novel and effective drugs. As a result,
molecular docking studies of the more effective a-glucosidase
inhibitor compounds were performed.

Studies on bioactive molecule–protein binding are crucial
from a theoretical and practical perspective because they help
us understand the processes underlying drug disposition and
elimination, as well as how different pathological conditions or
concurrent medications affect the drug delivery and its effec-
tiveness. The primary plasma protein, human serum albumin
(HSA), serves as a store and carrier for several endogenous (fatty
acids, bilirubin, etc.) and exogenous (drugs, nutrients, etc.)
compounds in the blood. The drug’s ability to bind to HSA
regulates its free, active concentration and may have a signifi-
cant impact on its overall pharmacodynamic and pharmacoki-
netic characteristics. Understanding the characteristics of a
bioactive compound and its mechanism of action in the body
requires the investigation of the mechanism of binding
between the ligand (5g) and serum albumin. So, the mecha-
nism of interaction of 5g with HSA was studied using a
fluorescence spectroscopic method.

The interaction of a bioactive compound with DNA is an
important aspect of pharmacology. The binding study helps in
the understanding of drug action and the development of
efficient and precisely targeted medications with less adverse
effects. Thus, with the interest in exploring the bindingmechanism
of the selected bioactive compound (5g) with calf thymus DNA
(Ct-DNA), a fluorescence spectroscopic method was adopted.

Results and discussion
Chemistry

The procedure depicted in Scheme 1 was employed to synthe-
size the target and intermediate compounds.

9H-Fluoren-9-one (1) reacted with thiosemicarbazide in
ethanol and a catalytic amount of acetic acid to yield 2-(9H-
fluoren-9-ylidene)hydrazinecarbothioamide (2).25,26 The struc-
ture of 2 was confirmed on the basis of spectral data where the
IR spectrum of compound 2 showed bands at 1279, 3263 and

Fig. 1 Drug moieties of structurally related fluorenone and thiazolidine-

4-one.
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3411 cm�1 due to CQS and NH2 groups, respectively, while the
1H NMR spectrum showed a singlet at 11.68 ppm characteristic
of the NH2 group.

The treatment of 2 with chloroacetic acid in the presence of
sodium acetate and ethanol yielded 2-(2-(9H-fluoren-9-
ylidene)hydrazinyl)thiazol-4(5H)-one (3). This compound on

reaction with different aromatic aldehydes, 4a–4u, yielded
corresponding compounds, 5a–5u, by the Knoevenagel conden-
sation reaction.27,28

The structures of the newly synthesised compounds were
proposed using FT-IR, 1H and 13C NMR spectral data and then
confirmed using mass spectral data. For instance, the

Scheme 1 Synthetic route for the preparation of compounds (5a–5u).
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characterization of a methoxy substituted compound (5a) is
discussed here. The FT-IR spectrum of 5a displayed bands at
3412 cm�1 corresponding to N–H stretching, 1719 cm�1 assign-
able to carbonyl (CQO) stretching, 1252 cm�1 due to C–OCH3

stretching and 1639 and 1606 cm�1 assignable to CQN stretch-
ing. The 1H NMR spectrum showed three characteristic peaks.
The singlet peaks at 12.91, 7.64 and 3.80 ppm corresponded to
–NH,QCH– (aldehydes) and –OCH3 protons, respectively. The
peaks around 7–9 ppm due to aromatic protons were observed.
In 13C NMR spectra, a peak attributed to methoxy carbon was
observed at 55.83 ppm. The characteristic peak of the carbonyl
group appeared at 167.79 ppm. The peaks attributed to benzene
ring carbons were observed between 121.11 and 140.97 ppm.
The peak observed at 142.1 ppm was attributed to QCH–
formed by the condensation of aldehydes and the methylene
group of the thiazolidine-4-one ring. The peak at 163.01 ppm
was assigned to the carbon of CQN in the fluorenone ring and
the peak at 160.15 ppm was attributed to the carbon of CQN in
the thiazolidine-4-one ring. Furthermore, the mass spectrum
showed a molecular ion peak atm/z 412.09 corresponding to [M
+ 1] that confirmed the formation and purity of the compound.
Similarly, the structures of all other derivatives were elucidated
and the spectral data of the derivatives are given in the
Experimental section.

X-ray crystallographic studies

Compound 5s was crystallized in the triclinic crystal system
with a space group of P%1 and the unit cell parameters were
namely a = 9.5263 (4) Å, b = 10.9713 (6) Å, c = 11.9081 (6) Å, a =
67.5721 (2), b = 76.9471 (3) and g = 83.0141 (3), and the unit cell
volume was 1119.85 (10) Å3. The crystallographic refinement
data of compound 5s are given in Table 1. The compound
consisted of two molecules in the unit cell. The crystal structure

was deposited at the Cambridge Crystallographic Data Centre
(deposition number CCDC 2221637†).

The ORTEP view at 30% ellipsoidal probability of compound
5s is shown in Fig. 2. Intermolecular interactions were respon-
sible for the formation of crystalline solids; particularly the
classical and non-classical hydrogen bonds played a key role.
The hydrogen bond geometrical parameters of compound 5s

are presented in Fig. 3 and Table 2. Two intermolecular hydro-
gen bonds aid the structural stability of the molecule. One H-
bond was observed at a bond distance of 2.833 Å between the
hydrogen of the thiazolidine-4-one ring and the oxygen of
ethanol (O2), while the other H-bond was observed at a distance
of 2.849 Å between the hydrogen of the hydroxyl of ethanol (H2)
and the oxygen atom of the carbonyl of the thiazolidine-4-one

Table 1 Crystallographic refinement data for compound 5s

Chemical formula C25H16N4OS�C2H6O

Mr 466.54
Crystal system, space group Triclinic, P%1
Temperature (K) 296
a, b, c (Å) 9.5263 (4), 10.9713 (6), 11.9081 (6)
a, b, g (1) 67.572 (2), 76.947 (3), 83.014 (3)
V (Å3) 1119.85 (10)
Z 2
Radiation type M0Ka

m (mm�1) 0.18
Crystal size (mm) 0.19 � 0.19 � 0
Diffractometer Bruker APEX-II CCD
Absorption correction Multi-scan SADABS2012/1 (Bruker,2012) was used for absorption correction.

wR2(int) was 0.1009 before and 0.0480 after correction. The ratio of
minimum to maximum transmission is 0.9277. The l/2 correction
factor is 0.0015

Tmin, Tmax 0.691, 0.745
No. of measured, independent and observed [I 4 2s(I)] reflections 15 443, 4153, 3185
Rint 0.036
(sin y/l)max (Å

�1) 0.606
Refinement
R[F2 4 2s (F2)], wR(F2), S 0.049, 0.123, 1.04
No. of reflections 4153
No. of parameters 309
H-atom treatment H-atom parameters constrained
Dmax, Dmin (e Å�3) 0.28, �0.29

Fig. 2 ORTEP view of compound 5s at the 30% ellipsoidal probability.
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ring (O1). Table 2 depicts the intermolecular hydrogen bonding
characteristics. Bond lengths and bond angles of 5s were found
to be within typical limits. Furthermore, the phenyl ring of the
indole group makes a dihedral angle of 16.24(1) with the phenyl
ring of fluorenone.

Hirshfeld surface analysis

Using the crystal explorer 2.1 tool, a Hirshfeld surface study
of compound 5s was performed to examine the strength and
position of intermolecular interactions.29 Various colours on
the Hirshfeld surface, such as white, red and blue, were
allocated based on the distance and interactions to the van
der Waals radius.30 Fig. 4 depicts the Hirshfeld surfaces of
compound 5s, which have been mapped onto dnorm (Fig. 4a), di
(Fig. 4b) and de (Fig. 4c).

Using fingerprint plot (FP) analysis, the effect of each inter-
molecular interaction on the stability of 5s crystals was pre-
dicted and the same is shown in Fig. 5. It was observed that the
C� � �H/H� � �C (Fig. 5b) intermolecular interactions contributed
18.4%. The intermolecular interactions in O� � �H/H� � �O (Fig. 5c)
and C� � �N/N� � �C (Fig. 5d) contributed 9.6% and 4.1%, respec-
tively. The N� � �H/H� � �N (Fig. 5e) and C� � �S/S� � �C (Fig. 5f) inter-
actions 3.3% and 3.0%, respectively.

Biological activity
Antioxidant activity

The antioxidant properties of hybrids 5a–u were quantified
by assessing their capacity to scavenge free radicals using

2,2-diphenyl-1-picrylhydrazyl (DPPH). The findings recorded
in Table 3 indicated that several of these synthesized com-
pounds showed good antioxidant activity. With an IC50 value of
27.70 � 0.8 mM, compound 5l displayed better DPPH radical
scavenging activity which was 4.25-fold greater than that of
gallic acid with an IC50 value of 117.92 � 2.8 mM. Compounds
5a–5k showed significant activity with IC50 values ranging from
35.46 � 0.8 to 112.40 � 1.5 mM. Compounds 5m–5u exhibited
moderate activity. In general, the aforementioned results sug-
gested that the derivatives having substitution at ortho and para

positions exhibited significant antioxidant properties com-
pared to meta substituted derivatives. In particular, the electron
withdrawing groups such as nitro, cyano and halogen groups at
ortho and para positions showed good antioxidant properties,
whereas the electron releasing groups such as methyl, hydroxyl
and methoxy groups at ortho and para positions exhibited good
activity but compounds with substituents at the meta position
showed less antioxidant activity. The graph of DPPH radical
scavenging activity versus each compound is given in Fig. 6.

Antidiabetic activity

Using acarbose as the positive control, the in vitro enzyme assay
was used to evaluate the a-glucosidase inhibitory activity of all
the target compounds, fluorenone–thiazolidine-4-one molecu-
lar hybrids (5a–u). The IC50 values of these compounds are
shown in Table 3. Among these compounds, 5g exhibited better
inhibition of the a-glucosidase enzyme with an IC50 value of
114.58 � 1.8 mM which was closer to that of acarbose with an
IC50 value of 115.49 � 2.2 mM while compounds 5h and 5t

Fig. 3 Intermolecular hydrogen bonding shown using dotted lines

[N3–H3� � �O2 and O2—H2� � �O1] in compound 5s.

Table 2 Data related to observed intermolecular hydrogen bond for-

mation in compound 5s

D–H� � �A D–H (Å) H� � �A (Å) D� � �A (Å) D–H� � �A (1)

N3–H3� � �O2i 0.86 1.98 2.833 (2) 173.3
O2–H2� � �O1ii 0.82 2.06 2.849 (2) 161.7

Fig. 4 Hirshfeld surface analysis of compound 5s by (a) dnorm, (b) di and (c)

de mapping.
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showed IC50 values of 118.66 � 1.7 and 116.45 � 1.9 mM
respectively. These findings indicated that the compounds with
hydroxyl groups exhibited good antidiabetic activity. However,
compound 5h displayed a modest decrease in the activity
compared to 5g and 5t due to the presence of the bromo group
adjacent to the hydroxyl group. Furthermore, compounds with
electron withdrawing groups exhibited good to moderate a-
glucosidase inhibition. However, compound 5j also exhibited
good to moderate activity though it has electron releasing
groups among all the compounds. The graph of the a-
glucosidase inhibition against each compound is recorded in
Fig. 7.

Structure–activity relationship (SAR) studies

Various aldehydes (4a–u) which include substituted benzalde-
hydes (mono- and di-substituted) and heterocyclic benzalde-
hydes (1H-indole-3-carbaldehyde, thiophene-2-carbaldehyde
and 10-ethyl-10H-phenothiazine-2-carbaldehyde) were used to
synthesize compounds 5a–u. For DPPH radical scavenging
activity, para-substituted aldehyde and disubstituted aldehyde
containing compounds exhibited good activity compared to
meta-substituted aldehyde containing compounds. Out of the
three heterocyclic aldehyde derivatives, only phenothiazine-
containing derivative 5l showed promising activity. On the
other hand, for a-glucosidase inhibition activity, compounds
with hydroxyl groups displayed good activity when compared to
others. However, mono-halogen-substituted compounds exhib-
ited appreciable inhibition but di-halogen-substituted com-
pounds showed less inhibition. Even heterocyclic aldehyde
containing compounds did not show any impact on inhibition.
A schematic representation of the plausible SAR of the synthe-
sized molecules is shown in Fig. 8.

Binding studies

Drug–protein interactions are critical because most medica-
tions are extensively and reversibly bound to serum albumin

and are predominantly administered as a complex with protein.
The form and extent of the drug–protein interaction have a
significant influence on the drug’s biological activity. The
binding variables are significant in researching pharmaceutical
pharmacology and creating dosage formulations. Since serum
albumin is the major binding protein for pharmaceuticals and
other physiological substances, we have utilized HSA as a
model for the investigation of in vitro drug–protein
interactions.31

Interactions of compound 5g with HSA

The best method to study the interaction of a bioactive com-
pound with HSA is fluorescence spectroscopy because it is more
sensitive compared to other optical techniques. The intrinsic
fluorescence of HSA is caused by three amino acid residues,
viz., tryptophan (Trp), tyrosine (Tyr), and phenylalanine (Phe).
However, the fluorescence of HSA is almost contributed by Trp
alone because Phe has a very low quantum yield while the
fluorescence of Tyr is nearly completely quenched if it is
ionised or located near an amino group or a carboxyl group.
When small molecules bind to HSA, the intrinsic fluorescence
intensity of HSA changes.32 So, fluorescence spectra of HSA in
the range of 300–500 nm were recorded upon excitation at
295 nm and in the presence and absence of compound 5g. To a
fixed concentration of HSA (4.16 mM), varied amounts of
compound 5g (0.66 to 8.58 mM) were successively added and
the corresponding fluorescence quenching spectra of HSA were
recorded and are shown in Fig. 9A.

Evaluation of the quenching mechanism and binding constant

The fluorescence quenching data can be used to calculate the
binding characteristics of 5g-HSA, viz., the Stern–Volmer
quenching constant, number of binding sites and binding
constant. The following equation is used to calculate the
Stern–Volmer quenching constant.

F0/F = 1 + Ksv [Q] = 1 + Kqt0 [Q] (1)

Fig. 5 Fingerprint plot of the proportion of short-range action on the Hirshfeld surface in compound 5s.
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where F0 and F are the fluorescence intensities in the absence
and presence of the quencher, Ksv is the Stern–Volmer quench-
ing constant, Kq is the bimolecular quenching constant and [Q]
is the concentration of the quencher and t0 is the average
lifetime of the fluorophore (HSA) in the absence of the
quencher. It is known that the average lifetime of HSA without
the quencher is in the order of 1 � 10�9 s based on lifetime
experiments.33 The Stern–Volmer plots of F0/F versus [Q] are
displayed in Fig. 9B. The values of Ksv and Kq are recorded in
Table 4. The observed values of Kq were higher than the bimole-
cular limiting diffusion rate constant of 2.0� 1010M�1 s�1, thereby
confirming that the fluorescence of HSA was quenched by the static
quenching mechanism.34

The following equation was used to calculate the values of
the binding constant (K) and the number of binding sites:

log[(F0 � F)/F] = logK + n log[Q] (2)

Table 3 In vitro antidiabetic and antioxidant activities of synthesized

compounds 5a–5u

Compound Substituent (R)

Antidiabetic
activity

Antioxidant
activity

a-glucosidase
(IC50 mM) DPPH (IC50 mM))

5a 206.64 � 2.5 35.46 � 0.8

5b 165.00 � 2.3 53.42 � 0.7

5c 158.15 � 1.8 37.84 � 0.6

5d 148.13 � 2.6 48.38 � 1.1

5e 142.45 � 1.2 40.58 � 0.9

5f 175.58 � 1.6 42.00 � 1.8

5g 114.58 � 1.8 81.27 � 1.3

5h 118.66 � 1.7 75.78 � 1.7

5i 136.39 � 1.7 112.40 � 1.5

5j 131.36 � 2.4 81.09 � 1.2

5k 154.16 � 2.3 92.97 � 1.1

5l 151.66 � 1.8 27.70 � 0.8

5m 184.14 � 2.1 121.98 � 1.1

5n 213.50 � 2.4 186.98 � 1.2

5o 169.96 � 1.8 121.76 � 1.8

5p 140.55 � 2.3 350.38 � 1.8

5q 197.18 � 1.6 118.36 � 2.1

5r 228.43 � 1.7 168.20 � 2.3

5s 156.10 � 2.2 141.07 � 1.8

5t 116.45 � 1.9 119.78 � 1.7

Table 3 (continued )

Compound Substituent (R)

Antidiabetic
activity

Antioxidant
activity

a-glucosidase
(IC50 mM) DPPH (IC50 mM))

5u 227.75 � 1.8 160.47 � 2.1

Standard Acarbose 115.49 � 2.2 —
Gallic acid — 117.92 � 2.8

Data represented in terms of mean � standard error of three indepen-
dent experiments.

Fig. 6 Graph of IC50 values in mM of DPPH scavenging activity for

compounds 5a–5u.
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The binding constant of 4g-HSA was calculated from the
intercept of the log (F0 � F)/F vs. log[Q] plot and found to be
1.01 � 104 M�1. The value of n was obtained from the slope of
the plot and calculated to be 0.861. This indicated that one
molecule of compound 5g was bound to one HSA molecule.

Studies on binding of compound 5g with calf thymus DNA (ct

DNA)

DNA is a well-known biomacromolecule with significant
biological relevance since it is involved in the transcription
and translation of genetic information in living cells. These
are thought to be essential for cell survival and proliferation.
Because of its biological significance, it is regarded as the
most important pharmacological target for many drugs. A
large number of tiny molecules bind to DNA. Conformational
changes may occur in DNA as a result of binding. Studies on the
interactions between drugs and DNA assist in comprehending

the molecular basis of a drug’s action and in developing
innovative and effective drugs with fewer adverse effects and
greater therapeutic results.35

Steady state quenching measurements

The concentration of ct-DNA was determined by recording
absorbance at 260 nm and using a molar extinction coefficient
(L M�1 cm�1) of 6600. The purity of DNA was determined by
comparing the absorbance at 260 nm to that at 280 nm. In the
present study, the value of A260/A280 was observed to be greater
than 1.8, suggesting that the DNA was sufficiently free of
protein. Since ctDNA is non-fluorescent, we have monitored
the interaction of ctDNA with 5g using a well known fluorescent
probe, ethidium bromide. To a fixed concentration of ctDNA
(1.38 mM) and ethidium bromide (0.83 mM), various concentra-
tions of 5g (0.6 to 6.0 mM) were added and fluorescence spectra
in the range of 560–660 nm were recorded upon excitation at
510 nm. The corresponding results are shown in Fig. 10A.

The values of the Stern–Volmer quenching constant and
binding constant were calculated from the intercept of the plots
of F0/F vs. [Q] and log (F0 � F)/F vs. log[Q] respectively using
equations 1 and 2. Fluorescence quenching and Stern–Volmer
plots are given in Fig. 10A and B, respectively. The values of Ksv,
Kq, K and n are tabulated in Table 4.

Circular dichroism studies

CD spectroscopy is commonly used to monitor the conforma-
tion and stability of proteins in solution. CD investigates the
secondary structure of proteins because the peptide bond is
asymmetric. Molecules lacking a plane of symmetry exhibit CD
effects. CD offers highly accurate estimate of the percentage of
a-helices, b-sheets, and disorderly formed (random coil) resi-
dues in a protein structure. We have performed CD spectral
investigations of HSA (2.08 mM) in the presence of different
concentrations of compound 5g to understand the conforma-
tional changes brought about by compound 5g (1.98–5.94 mM).
The a-helical structure of HSA was indicated by two peaks in the
CD spectrum at 208 nm and 222 nm. CD spectra of HSA in the
presence of compound 5g showed a modest drop at both
wavelengths without a shift in the peak position, suggesting

Fig. 7 Graph of IC50 values in mM of a-glucosidase inhibition for com-

pounds 5a–5u.

Fig. 8 Plausible structure–activity relationship trends of the synthesized compounds.
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the interaction between 5g and HSA. The unfolding of the
peptide strand was controlled by the negative ellipticity point
in the a-helical content. Using information from the CD spectra
of HSA in the presence of compound 5g, it was possible to
determine the proportion of a-helical content of HSA. In the
present study, the a-helicity of HSA decreased from 59.6% to
49.8% in the presence of 5g (0 to 5.94 mM) in phosphate buffer
of pH 7.4. Furthermore, the shape of the CD curves remained
nearly unchanged, indicating that the structure of HSA was

predominantly a-helical even after binding to compound 5g.
Fig. 11 depicts the CD spectra of HSA in the presence and
absence of different amounts of compound 5g. The contents of
the secondary structure of HSA in the presence and absence of
5g are shown in Table 5.

Docking study of potent inhibitors

The crystal structure of human lysosomal acid-alpha-
glucosidase, GAA, in complex with 1-deoxynojirimycin (PDB
ID: 5NN5) was obtained from the PDB (https://www.rcsb.org/
pdb). The proteins were prepared for docking by adding polar
hydrogen atoms with Gasteiger–Huckel charges and water
molecules were removed. The 3D structure of the ligand was
generated using the SKETCH module implemented in the
SYBYL program (Tripos Inc., St. Louis, USA) and its energy-
minimized conformation was obtained with the help of the
Tripos force field using Gasteiger–Huckel charges.36 Molecular
docking was performed using the Surflex-Dock program that is

Fig. 9 (A) Fluorescence spectra of HSA (a: 4.16 mM) in the absence and presence of compound 5g (b–m: 0.66 to 8.58 mM) at 298 K and (B) Stern–Volmer

plot for HSA in the presence of compound 5g.

Table 4 Stern–Volmer quenching constant (KSV), quenching rate con-

stant (Kq), binding constant (K), and the number of binding site (n) values

for the interactions of 5g-HSA and 5g-ctDNA

System
Ksv, 10

4

(L mol�1)
Kq, 10

13

(L mol�1 s�1)
K, 104

(L mol�1) n

5g-HSA 4.96 4.96 1.01 0.861
5g-ctDNA 9.44 9.44 6.42 0.972

Fig. 10 (A) Fluorescence spectra of ctDNA (a: 1.38 mM), ethidium bromide (0.83 mM) in the absence and presence of compound 5g (b–l: 0.6 to 6.0 mM) at

298 K and (B) Stern–Volmer plot for ctDNA in the presence of compound 5g.
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interfaced with Sybyl-X 2.037 and other miscellaneous para-
meters were assigned with the default values given by the
software.

A molecular docking study was carried out to support the
interaction and preferred binding mode of the compound with
protein. All the inhibitors were docked into the active site of
protein as shown in Fig. 12A and B. The predicted binding
energies of the compounds are listed in Table 6.

As depicted in Fig. 13A–C, compound 5gmakes six hydrogen
bonding interactions at the active site of the enzyme (PDB ID:
5NN5), the hydrogen atom of NH present at the 3rd position
of the thiazolidine ring makes hydrogen bonding interaction
with the oxygen of ASP282 (NH–O-ASP282, 1.952 Å), the oxygen
atom of the carbonyl group present at the 4th position of
the thiazolidine ring makes two hydrogen bonding interactions
with the hydrogen atoms of ARG600 (O–H-ARG600, 2.50 Å; 2.63 Å),

the hydrogen atom of the hydroxyl group present at the 4th
position of the benzylidene ring which is present on the 5th
position of the thiazolidine ring makes hydrogen bonding
interactions with the oxygen atoms of ASP404 (OH-O-ASP404,
2.57 Å; 1.98 Å) and the nitrogen atom of the hydrazinylidene
group present at the 9th position of the fluorenylidene ring
makes hydrogen bonding interaction with the hydrogen of
ED01033 (N-H-ED01033, 2.75 Å).

As depicted in Fig. 14A–C, compound 5t makes two hydro-
gen bonding interactions at the active site of the enzyme (PDB
ID: 5NN5), the hydrogen atom of the hydroxyl group present at
the 3rd position of the benzylidene ring which is present on the
5th position of the thiazolidine ring makes hydrogen bonding
interaction with the oxygen atom of ASP518 (OH-O-ASP518,
1.78 Å) and the oxygen atom of the hydroxyl group present at
the 3rd position of the benzylidene ring which is present on the
5th position of the thiazolidine ring makes hydrogen bonding
interaction with the hydrogen atom of ASP518 (HO-H-TRP481,
1.90 Å).

The interaction of the ligand with a-glucosidase protein
active sites shows six bonding interactions and the docked
view of the same has been depicted in Fig. 15A–C.

The docking results revealed that the synthesized com-
pounds were well accommodated in the binding pockets of a-
glucosidase. The synthesized compounds were bound to the
protein in a similar manner to that of ligand_5NN5. The
compounds have the same H-bonding interactions with the
same amino acids ASP404, ASP518 and TRP481 as that of
ligand_5NN5. Fig. 16A and B present the hydrophobic and
hydrophilic amino acids surrounding the studied molecules,
5g and 5t.

Pharmacokinetic properties

The SwissADME web tool is a free software program used to
forecast the absorption, distribution, metabolism and elimina-
tion of molecules. All these are important factors in deciding
whether or not to conduct additional clinical trials. It considers
six crucial physicochemical characteristics such as size, polar-
ity, lipophilicity, flexibility and saturation.38 By using Swis-
sADME, we have calculated the physiochemical characteristics
of the synthesised compounds, 5a–5u. The predicted physico-
chemical characteristics included molecular weight (MW), the
number of rotatable bonds, the number of hydrogen bond
acceptors and donors, and XPlogP3. Notably, the ligands’
‘‘drug-likeness’’ was evaluated using a number of pertinent test
filters related to medicinal chemistry.39 Lipinski and his col-
leagues predicted that when there are more than five hydrogen
bond donors and ten hydrogen bond acceptors, a molecular
weight greater than 500 and a calculated log P (C log P 4 5),
poor absorption or permeation is more likely.40 The predicted
physicochemical results (Table 7) indicated that most of the
compounds followed Lipinski’s rule of five.

Toxicity prediction

In silico approaches provide major advantages to both regula-
tory demands and requirements for risk assessments as well as

Fig. 11 CD spectra of HSA in the presence of compound 5g. The

concentration of HSA was kept constant (a: 2.08 mM) and that of com-

pound 5g was varied (b–d: 1.98–5.94 mM).

Table 5 Contents of a-helices and b-sheets of HSA in the presence of

compound 5g

Concentration
of HSA (mM)

Concentration
of 5g (mM)

a-Helix
(%)

b-Sheet
(%)

Turn
(%)

Others
(%)

2.08 0.0 59.6 22.8 2.3 15.4
1.98 54.3 21.3 4.3 20.1
3.96 53.1 16.0 5.5 25.4
5.94 49.8 17.9 4.3 28.0

Fig. 12 Docked view of all the compounds at the active site of human

lysosomal acid-alpha-glucosidase protein, PDB ID: 5NN5, at different

poses A and B.
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the pharmaceutical sector to analyse the safety profile of a
compound. This has been made feasible by advancements in
the field of computational research.41 To forecast the toxicity
parameters, we have used the ProTox-II web servers. ProTox-II
analysis divides compounds into several toxicity classes. All the
synthesized compounds (5a–5u) were screened for cytotoxicity.
The results showed that none of the compounds exhibited
cytotoxicity. All the synthesized compounds belonged to class IV
with 300 o LD50 r 2000. The LD50 values are given in mg kg�1.

Most of the synthesized compounds have an LD50 value of
1400 mg kg�1 with about 54.26% prediction accuracy. As a result,
we conclude from the data that these compounds could be
employed as safe lead molecules (Table 8).

Conclusions

A series of novel fluorenone–thiazolidine-4-one derivatives 5a–

5u were designed and synthesized. The structures of the

Table 6 Surflex docking score (kcal mol�1) of the compounds for a-glucosidase protein (PDB ID: 5NN5)

Compound C scorea Crash scoreb Polar scorec D scored PMF scoree G scoref Chem scoreg

Ligand_5NN5 5.82 �1.91 4.24 �111.500 �112.064 �153.924 �20.140
5a 3.19 �2.96 1.73 �135.478 �118.632 �286.226 �41.223
5b 2.31 �0.94 0.87 �96.313 �55.096 �169.049 �29.207
5c 2.26 �1.92 0.61 �144.775 �90.396 �239.346 �36.292
5d 1.06 �1.24 0.00 �77.822 �72.677 �116.265 �21.624
5e 3.39 �1.35 0.01 �109.009 �80.376 �188.862 �29.759
5f 2.46 �0.86 1.79 �85.523 �65.505 �126.243 �26.782
5g 3.15 �0.78 2.86 �100.655 �96.382 �172.575 �29.637
5h 1.84 �0.92 1.60 �100.419 �77.043 �179.768 �25.177
5i 3.04 �1.86 0.80 �120.485 �88.429 �183.372 �30.681
5j 3.17 �1.11 1.04 �88.747 �67.650 �158.158 �30.249
5k 1.08 �4.38 0.09 �149.331 �126.118 �263.842 �39.995
5l 2.20 �0.93 0.00 �104.750 �74.080 �183.166 �26.034
5m 3.46 �1.20 0.00 �113.708 �88.372 �205.195 �30.621
5n 3.33 �0.89 2.03 �114.319 �108.047 �226.227 �30.124
5o 1.91 �0.89 0.88 �90.575 �87.186 �150.783 �30.107
5p 2.33 �3.94 0.61 �154.066 �119.330 �253.899 �39.634
5q 3.97 �0.61 2.50 �100.468 �84.825 �197.872 �35.131
5r 1.15 �0.84 0.00 �95.252 �52.035 �149.468 �21.884
5s 4.20 �0.75 1.26 �143.785 �98.086 �207.118 �31.242
5t 2.96 �1.85 1.18 �129.091 �83.154 �214.806 �36.970
5u 2.13 �0.85 0.00 �151.098 �95.521 �202.660 �31.194

a C score (consensus score) integrates a number of popular scoring functions for ranking the affinity of ligands bound to the active site of a
receptor and reports the output of the total score. b Crash-score revealing the inappropriate penetration into the binding site. Crash scores close to
0 are favorable. Negative numbers indicate penetration. c Polar indicating the contribution of the polar interactions to the total score. The polar
score may be useful for excluding docking results that make no hydrogen bonds. d D-score for charge and van der Waals interactions between the
protein and the ligand. e PMF-score indicating the Helmholtz free energies of interactions for protein–ligand atom pairs (Potential of Mean Force,
PMF). f G-score showing hydrogen bonding, complex (ligand–protein), and internal (ligand–ligand) energies. g Chem-score points for H-bonding,
lipophilic contact, and rotational entropy, along with an intercept term.

Fig. 13 Docked view of compound 5g at the active site of the enzyme

PDB: 5NN5 in different poses (A–C).
Fig. 14 Docked view of compound 5t at the active site of the enzyme

PDB: 5NN5 in different poses (A–C).
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synthesized molecules were elucidated using FTIR, 1H NMR,
13C NMR and mass spectral data. Single crystals of compound

5s were developed and their structure refinement data were
obtained. Compound 5s crystallized in the triclinic space group
of P%1. Furthermore, the ability of the synthesised compounds to
scavenge DPPH radicals and inhibit a-glucosidase was evalu-
ated. The results revealed that the compounds with hydroxyl
functional groups at the para and meta positions of
thiazolidine-4-one demonstrated greater a-glucosidase inhibi-
tion. Furthermore, compounds containing halogen groups like
fluoro, chloro, and bromo groups exhibited a moderate a-
glucosidase inhibitory effect. The findings showed that a-
glucosidase inhibition increased with an increase in the num-
ber of halogen groups. With an increase in the number of
substituted methoxy functional groups, inhibition was
decreased. The DPPH scavenging activity of compounds 5a–l

was promising. The IC50 value of compound 5l was calculated
to be 27.70 mM. In general, the DPPH scavenging activity results
suggested that the derivatives having substitution at the ortho

and para positions exhibited significant antioxidant properties
compared to the meta substituted derivatives. In particular, the
electron withdrawing groups such as nitro, cyano and halogen
groups at the ortho and para positions showed good antioxidant
properties, whereas the electron releasing groups such as
methyl, hydroxyl and methoxy groups at the ortho and para

positions exhibited good activity but at the meta position they
showed less antioxidant activity. A fluorescence spectroscopic
technique was adopted to study the interaction of HSA and ct-
DNA with compound 5g that displayed more potent a-
glucosidase inhibition. Fluorescence quenching data revealed
that the binding constant (K) of compound 5g-HSA was 1.01 �

104 L mol�1 and that of 5g-ctDNA was 6.42 � 104 L mol�1,
indicating moderate binding affinity. According to ADME pre-
dictions, most of the compounds followed Lipinski’s rule of five
to develop into ‘‘drug-like’’ molecules. The present study

Fig. 15 Docked view of ligand_5NN5 at the active site of the enzyme

PDB: 5NN5 in different poses (A–C).

Fig. 16 (A) Hydrophobic amino acids surrounding compound 5g (green

colour) and 5t (cyan colour). (B) Hydrophilic amino acids surrounding

compounds 5g and 5t.

Table 7 SwissADME predicted pharmacokinetic profile for fluorenone–thiazolidine-4-one hybrids

Comp. MF MW NRB NHBA NHBD log P GIA BAS SA LV

5a C24H17N3O2S 411.48 3 4 1 3.73 High 0.55 3.77 0
5b C23H14BrN3OS 460.35 2 3 1 3.87 High 0.55 3.74 0
5c C23H13Cl2N3OS 450.34 2 3 1 3.89 High 0.55 3.79 1
5d C23H14N4O3S 426.45 3 5 1 2.77 High 0.55 3.74 0
5e C23H14FN3OS 399.44 2 4 1 3.58 High 0.55 3.72 0
5f C23H14ClN3OS 415.89 2 3 1 3.77 High 0.55 3.71 0
5g C23H15N3O2S 397.45 2 4 2 3.12 High 0.55 3.72 0
5h C23H14BrN3O2S 476.35 2 4 2 3.5 High 0.55 3.8 0
5i C23H13ClFN3OS 433.89 2 4 1 3.73 High 0.55 3.81 1
5j C24H17N3OS 395.48 2 3 1 3.65 High 0.55 3.86 0
5k C24H14N4OS 406.46 2 4 1 3.45 High 0.55 3.82 0
5l C31H22N4OS2 530.66 3 3 1 4.46 Low 0.17 4.39 2
5m C23H15N3OS 381.45 2 3 1 3.14 High 0.55 3.74 0
5n C24H17N3O2S 411.48 3 4 1 3.75 High 0.55 3.8 0
5o C23H14BrN3OS 460.35 2 3 1 3.83 High 0.55 3.75 0
5p C23H14N4O3S 426.45 3 5 1 3.00 High 0.55 3.8 0
5q C25H17N3OS 407.49 3 3 1 3.64 High 0.55 3.98 1
5r C25H19N3O3S 441.5 4 5 1 3.96 High 0.55 3.94 0
5s C25H16N4OS 420.49 2 3 2 2.98 High 0.55 3.77 0
5t C23H15N3O2S 397.45 2 4 2 3.08 High 0.55 3.74 0
5u C21H13N3OS2 387.48 2 3 1 3.33 High 0.55 3.72 0

MF – molecular formula; MW – molecular weight; NRB – number of rotatable bonds; NHBA – number of H-bond acceptors; NHBD – number of H-
bond donors; logP – partition coefficient between n-octanol and water; GIA – gastrointestinal absorption; BAS – bioavailability score; SA – synthetic
accessibility; LV – Lipinski’s violation.
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indicated that compound 5g demonstrates promising a-
glucosidase inhibition and so, it could be employed as a lead
molecule in the creation of novel anti-diabetic medications.
Furthermore, the majority of compounds demonstrated pro-
mising DPPH scavenging activity and could be used as
antioxidants.

Experimental section
Materials and methods

All starting materials and reagents were of analytical grade
purchased from Spectrochem, sd-fine, TCI, Sigma Aldrich and
HiMedia (India) and used without further purification. Melting
points were obtained in open capillary tubes using a system
obtained from Concord Instruments (P) Ltd, Bangalore, and are
presented as uncorrected values. 1H and 13C NMR spectra were
recorded in DMSO-d6 on a FT-NMR Spectrometer (400 MHz)
JEOL JNM-EC400S. Chemical shifts (d) are reported in ppm
relative to TMS, whereas coupling constants (J) are given in Hz.
IR spectra were obtained on a Nicolet 5700 FT-IR spectro-
photometer using KBr optics. Mass spectra were recorded on
a Waters Xevo G2-XS QT (LC-MS/ESI-MS) system. A Bruker
SMART APEX II diffractometer was used to generate high-
resolution X-ray diffraction data. The antidiabetic and antiox-
idant assessment was carried out at the Alekya Agro Solutions,
Mysore, Karnataka, India.

Single crystal measurements

Crystal data were collected on Bruker APEX-II CCD crystal-
lographic equipment. The structural analysis was performed
on a computer with the SHELXT 2018/2,42 SHELXL 2018/343 and
Olex2 1.544 program packages. Monochromated (doubly curved
silicon crystal) Mo-Ka radiation (0.7107 Å) from a sealed micro-
focus tube was used to evaluate the intensity. The generator was
tuned to 50 kV and 1 mA. Six sets of Omega scans at various Phi
values were used to obtain data. The breadth of the frame was

0.51. For preliminary unit cell determination, APEX2 software
was employed. SAINT was used for the determination of
integrated intensities and unit cell refinement. SADABS was
used to adjust the data for absorption effects using the multi-
scan approach.45 The structure was resolved using ShelxT in the
Olex2.044 package and polished using full-matrix least squares
based on F2 in ShelxL.46 CCDC 2221637† contains the supple-
mentary crystallographic data for the said compound.

Steady state fluorescence quenching spectral measurements

Fluorescence spectra were recorded on an Agilent Technologies
Carry Eclipse fluorescence spectrophotometer equipped with a
xenon flash lamp and a Cary single cell Peltier to maintain a
constant temperature. The excitation and emission slit widths
were set at 5 nm.

Circular dichroism measurements

A JASCO J-1500 CD spectrometer was used to record the CD
spectra of HSA in the presence and absence of compound 5g in
the range of 200–250 nm at 25 1C using 0.1 cm path length
cuvettes. The content of a-helices and b-sheets of HSA in the
presence and absence of compound 5g was calculated using the
inbuilt software CD Multivariate SSE.

General procedure for the synthesis of 2-(2-(9H-fluoren-9-

ylidene)hydrazinyl)thiazol-4(5H)-one(compound 3). A mixture
of compound 2 (0.255 g, 1 mmol), chloroacetic acid (0.094 g,
1 mmol) and sodium acetate (0.082 g, 1 mmol) was dissolved in
ethanol (10 mL). The reaction mixture was refluxed for 8 h to
precipitate out compound 3. The yellow solid was filtered,
washed and recrystallized with ethanol. Yellow solid; mp:
222–224 1C. FT-IR (KBr, cm�1) 3436 (N–H), 3062 (Ar C–H),
1721 (CQO), 1630, 1601 (CQN), 1558 (CQC), 806 (C–S). 1H-
NMR (400 MHz, DMSO-d6) d (ppm) 12.28 (s, 1H), 8.57 (d, J = 7.6
Hz, 1H), 7.81–7.70 (m, 3H), 7.46–7.29 (m, 4H), 3.95 (s, 2H). 13C-
NMR (101 MHz, DMSO-d6) d (ppm) 174.6 (CQO), 168.9 (CQN
in the fluorenone ring), 156.5 (CQN in the thiazolidine-4-one

Table 8 Toxicity prediction results of compounds 5a–5u

Compound Predicted LD50 (mg kg�1) Predicted toxicity class Predicted cytotoxicity Probability Average similarity (%) Prediction accuracy (%)

5a 1000 IV Inactive 0.76 43.08 54.26
5b 1400 IV Inactive 0.74 43.48 54.26
5c 1400 IV Inactive 0.81 42.76 54.26
5d 1400 IV Inactive 0.85 42.04 54.26
5e 1400 IV Inactive 0.80 43.44 54.26
5f 1400 IV Inactive 0.81 44.43 54.26
5g 1400 IV Inactive 0.74 43.98 54.26
5h 1400 IV Inactive 0.65 41.61 54.26
5i 1400 IV Inactive 0.81 40.50 54.26
5j 1400 IV Inactive 0.83 45.06 54.26
5k 1400 IV Inactive 0.82 43.82 54.26
5l 1150 IV Inactive 0.78 39.67 23
5m 1400 IV Inactive 0.82 43.82 54.26
5n 1000 IV Inactive 0.76 42.92 54.26
5o 1400 IV Inactive 0.76 43.06 54.26
5p 1400 IV Inactive 0.85 41.79 54.26
5q 350 IV Inactive 0.82 41.39 54.26
5r 1000 IV Inactive 0.69 42.97 54.26
5s 1400 IV Inactive 0.79 42.15 54.26
5t 1400 IV Inactive 0.74 44.04 54.26
5u 1400 IV Inactive 0.82 39.88 23
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ring), 141.8, 140.7, 136.6, 131.8, 131.6, 131.3, 130.3, 128.7,
122.4, 120.9, 33.7 (–CH2–). LC-MS (m/z): [M + 1] 294.1168.

General procedure for the synthesis of 2-(2-(9H-fluoren-9-

ylidene)hydrazinyl)thiazol-4(5H)-one derivatives (5a–5u). A mix-
ture of compound (3) (0.5 g, 1.7 mmol), aromatic aldehydes
(4a–4u) (1.7 mmol), and a catalytic amount of piperidine was
added to ethanol. The resultant mixture was refluxed for 12 h
and allowed to cool. The precipitate obtained was collected,
dried, and recrystallized from ethanol.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-methoxy-

benzylidene)thiazolidin-4-one (5a). Yellow solid; yield: 0.49 g,
70%; mp: 218–220 1C. FT-IR (KBr, cm�1) 3412 (N–H), 3062 (Ar
C–H), 1719 (CQO), 1639, 1606 (CQN), 1567 (CQC), 805 (C–S),
1259 (C–OCH3).

1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.91
(s, 1H), 8.59 (d, J = 7.6 Hz, 1H), 7.83 (dd, J = 12.2, 7.6 Hz, 3H),
7.64 (s, 1H), 7.51–7.45 (m, 3H), 7.35 (t, J = 7.2 Hz, 2H), 7.25 (t, J =
9.5 Hz, 2H), 7.04 (dd, J = 8.0, 1.9 Hz, 1H), 3.80 (s, 3H). 13C-NMR
(101 MHz, DMSO-d6) d (ppm) 167.8 (CQO), 163.0 (CQN in the
fluorenone ring), 160.2 (C–O), 157.7 (CQN in the thiazolidine-
4-one ring), 142.1 (QCH–), 141.0, 136.3, 135.4, 132.3, 131.8,
131.5, 131.0, 130.5, 130.4, 128.9, 123.7, 122.8, 122.2, 121.1,
116.3, 55.8 (–OCH3). LC-MS (m/z): [M + 1] 412.1575.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-bromoben-

zylidene)thiazolidin-4-one (5b). Yellow solid; yield: 0.61 g, 78%;
mp: 220–222 1C. FT-IR (KBr, cm�1) 3448 (N–H), 3062 (Ar C–H),
1697 (CQO), 1630, 1584 (CQN), 1555 (CQC), 801 (C–S), 1485
(C–Br).1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.94 (s, 1H), 8.57
(t, J = 8.0 Hz, 1H), 7.82 (t, J = 8.0 Hz, 3H), 7.72 (t, J = 8.8 Hz, 2H),
7.62 (d, J = 5.3 Hz, 3H), 7.50–7.42 (m, 2H), 7.34 (q, J = 7.4 Hz,
2H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 167.0 (CQO), 163.0
(CQN in the fluorenone ring), 157.7 (CQN in the thiazolidine-
4-one ring), 142.1 (QCH–), 141.0, 136.3, 133.3, 132.8, 132.3,
131.8, 131.5, 130.3, 129.1, 128.8, 124.3, 123.9, 122.8, 121.1. LC-
MS (m/z): [M + 1] 462.0114.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(2,3-dichloro-

benzylidene)thiazolidin-4-one (5c). Yellow solid; yield: 0.52 g,
68%; mp: 222–224 1C. FT-IR (KBr, cm�1) 3414 (N–H), 3063
(Ar C–H), 1706 (CQO), 1633, 1602 (CQN), 1556 (CQC), 805
(C–S),731 (C–Cl). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 13.10
(s, 1H), 8.56 (d, J = 7.6 Hz, 1H), 7.85–7.72 (m, 6H), 7.58 (t, J =
8.0 Hz, 1H), 7.51–7.44 (m, 2H), 7.34 (q, J = 7.6 Hz, 2H). 13C-NMR
(101 MHz, DMSO-d6) d (ppm) 167.0 (CQO), 161.7 (CQN in the
fluorenone ring), 158.3 (CQN in the thiazolidine-4-one ring),
142.2 (QCH–), 136.1, 134.8, 132.4, 132.3, 132.2, 131.9, 131.7,
129.4, 128.8, 128.6, 128.2, 125.5, 122.8, 121.0. LC-MS (m/z):
[M + 1] 452.0662.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-nitroben-

zylidene)thiazolidin-4-one (5d). Yellow solid; yield: 0.48 g 66%;
mp: 216–218 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar C–H),
1691 (CQO), 1631, 1603 (CQN), 1557 (CQC), 802 (C–S), 1514,
1340 (N–O). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 8.65 (d, J =
7.6 Hz, 1H), 8.31 (d, J = 9.2 Hz, 2H), 7.90 (d, J = 9.2 Hz, 2H),
7.81 (dd, J = 11.8, 7.2 Hz, 4H), 7.51 (s, 1H), 7.42 (q, J = 7.9 Hz,
2H), 7.34 (s, 2H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 170.1
(CQO), 167.6 (CQN in the fluorenone ring), 154.7 (CQN in the
thiazolidine-4-one ring), 153.4, 147.7 (C-NO2), 146.8 (QCH–),

142.4, 141.2, 140.3, 137.2, 131.7, 131.0, 130.8, 130.5, 129.7,
128.7, 128.6, 128.4, 124.7, 123.4, 122.0, 121.0. LC-MS (m/z):
[M + 1] 427.0906.

(2Z,5Z)-02-((9H-Fluoren-9-ylidene)hydrazono)-05-(04-fluoro-

benzylidene)thiazolidin-4-one (5e). Orange solid; yield: 0.46 g,
68%; mp: 220–222 1C. FT-IR (KBr, cm�1) 3417 (N–H), 3062
(Ar C–H), 1692 (CQO), 1633, 1604 (CQN), 1557 (CQC), 804
(C–S),1351 (C–F). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 8.59
(d, J = 7.3 Hz, 1H), 7.80 (dd, J = 12.5, 7.6 Hz, 3H), 7.75–7.72 (m,
2H), 7.63 (s, 1H), 7.47 (td, J = 15.1, 6.9 Hz, 3H), 7.39–7.32 (m,
3H), 7.01 (d, J = 8.6 Hz, 1H). 13C-NMR (101 MHz, DMSO-d6) d
(ppm) 167.8 (CQO), 163.0 (CQN in the fluorenone ring),
162.8 (CQN in the thiazolidine-4-one ring), 154.0 (C–F), 142.1
(QCH–), 141.0, 138.4, 136.3, 133.0, 132.9, 132.3, 131.8, 131.5,
130.7, 130.3, 129.4, 128.8, 122.8, 121.1, 117.1, 116.9. LC-MS
(m/z): [M + 1] 401.1259.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-chloroben-

zylidene)thiazolidin-4-one (5f). Orange solid; yield: 0.50 g, 70%;
mp: 218–220 1C. FT-IR (KBr, cm�1) 3448 (N–H), 3062 (Ar C–H),
1698 (CQO), 1632, 1601 (CQN), 1555 (CQC), 815 (C–S), 732 (C–
Cl). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 8.65 (d, J = 6.9 Hz,
1H), 7.81 (q, J = 6.6 Hz, 3H), 7.68 (d, J = 8.4 Hz, 2H), 7.56 (d, J =
9.2 Hz, 2H), 7.42 (q, J = 7.9 Hz, 3H), 7.33 (t, J = 7.2 Hz, 3H). 13C-
NMR (101 MHz, DMSO-d6) d (ppm) 167.7 (CQO), 163.2 (CQN
in the fluorenone ring), 162.8 (CQN in the thiazolidine-4-one
ring) 141.6 (QCH–), 140.6, 136.8, 134.3, 133.7, 131.9, 131.6,
131.6, 131.1, 130.0, 129.7, 128.7, 128.6, 127.0, 122.4, 120.9. LC-
MS (m/z): [M + 1] 416.1017.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-hydroxy-

benzylidene)thiazolidin-4-one (5g). Yellow solid; yield: 0.54 g,
80%; mp: 220–222 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar
C–H), 1697 (CQO), 1635, 1604 (CQN), 1580 (CQC), 822 (C–S),
1 275 (C–OH), 3206 (O–H). 1H-NMR (400 MHz, DMSO-d6) d

(ppm) 12.75 (s, 1H), 10.26 (s, 1H), 8.59 (t, J = 6.1 Hz, 1H), 7.85–
7.78 (m, 3H), 7.57–7.33 (m, 7H), 6.93 (t, J = 3.4 Hz, 2H); 13C-
NMR (101 MHz, DMSO-d6) d (ppm) 168.1 (CQO), 163.5 (CQN
in the fluorenone ring), 160.1 (CQN in the thiazolidine-4-one
ring), 157.2 (C–OH), 142.0 (QCH–), 140.9, 136.4, 132.9, 132.2,
131.6, 131.6, 131.1, 130.3, 128.8, 125.0, 122.8, 121.1, 118.8,
116.8. LC-MS (m/z): [M + 1] 398.0984.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-bromo-2-

hydroxybenzylidene) thiazolidin-4-one (5h). Orange solid; yield:
0.42 g, 62%; mp: 216–218 1C. FT-IR (KBr, cm�1) 3416 (N–H),
3062 (Ar C–H), 1698 (CQO), 1632, 1604 (CQN), 1557 (CQC),
815 (C–S), 1431 (C–Br), 1250 (C–OH). 1H-NMR (400 MHz,
DMSO-d6) d (ppm) 12.87 (s, 1H), 10.78 (s, 1H), 8.59 (d, J =
7.3 Hz, 1H), 7.84–7.76 (m, 4H), 7.56 (d, J = 1.8 Hz, 1H), 7.47 (dd,
J = 19.0, 7.9 Hz, 3H), 7.35 (t, J = 7.0 Hz, 2H), 6.92 (d, J = 9.2 Hz,
1H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 167.7 (CQO),
162.5 (CQN in the fluorenone ring), 160.1 (C–OH), 156.7
(CQN in the thiazolidine-4-one ring), 142.1 (QCH–), 141.0,
136.3, 134.5, 132.3, 131.8, 131.6, 131.0, 130.9, 130.4, 128.9,
124.3, 123.5, 123.4, 122.7, 121.1, 118.7, 111.0 (C–Br). LC-MS
(m/z): [M + 1] 475.1200.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(2-chloro-6-

fluorobenzylidene thiazolidin-4-one (5i). Yellow solid; yield:
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0.44 g, 60%; mp: 216–218 1C. FT-IR (KBr, cm�1) 3416 (N–H),
3056 (Ar C–H), 1708 (CQO), 1639, 1606 (CQN), 1563 (CQC),
802 (C–S), 723 (C–Cl), 1345 (C–F). 1H-NMR (400 MHz, DMSO-d6)
d (ppm) 13.03 (s, 1H), 8.55 (d, J = 6.9 Hz, 1H), 7.80 (q, J = 7.6 Hz,
2H), 7.70 (d, J = 6.9 Hz, 1H), 7.54 (d, J = 13.7 Hz, 2H), 7.49–7.46
(m, 2H), 7.42 (d, J = 9.9 Hz, 2H), 7.32 (td, J = 14.7, 7.4 Hz, 2H).
13C-NMR (101 MHz, DMSO-d6) d (ppm) 166.7 (CQO), 162.2
(CQN in the fluorenone ring), 160.9 (CQN in the thiazolidine-
4-one ring), 158.0 (C–F), 142.1 (QCH–), 141.0, 136.2, 134.5,
132.9, 132.4 (C–Cl), 131.8, 131.5, 131.3, 130.4, 128.9, 126.6,
122.8, 121.7, 121.1, 116.0, 115.8. LC-MS (m/z): [M + 1] 436.0917.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(4-methyl-

benzylidene) thiazolidin-4-one (5j). Yellow solid; yield: 0.48 g,
72%; mp: 216–218 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3054 (Ar
C–H), 1698 (CQO), 1637, 1599 (CQN), 1551 (CQC), 811 (C–S).
1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.85 (s, 1H), 8.59 (d, J =
7.6 Hz, 1H), 7.81 (dd, J = 12.2, 7.6 Hz, 3H), 7.62–7.55 (m, 3H),
7.46 (q, J = 7.9 Hz, 2H), 7.35 (t, J = 7.6 Hz, 4H), 2.33 (s, 3H). 13C-
NMR (101 MHz, DMSO-d6) d (ppm) 167.9 (CQO), 163.1 (CQN
in the fluorenone ring), 157.5 (CQN in the thiazolidine-4-one
ring), 142.0 (QCH–), 141.0, 140.7, 136.4 (C–CH3), 132.2, 131.7,
131.6, 131.3, 130.6, 130.5, 130.4, 128.8, 122.8, 122.1, 121.1, 21.7
(–CH3). LC-MS (m/z): [M + 1] 396.1203.

4-((Z)-((Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-4-oxothia-

zolidin-5-ylidene)methyl) benzonitrile (5k). Orange solid; yield:
0.44 g, 64%; mp: 216–218 1C. FT-IR (KBr, cm�1) 3422 (N–H),
3062 (Ar C–H), 1721 (CQO), 1638, 1600 (CQN), 1561 (CQC),
812 (C–S), 2222 (CRN). 1H-NMR (400 MHz, DMSO-d6) d (ppm)
8.58 (d, J = 7.6 Hz, 1H), 7.95 (d, J = 8.4 Hz, 2H), 7.83–7.78 (m,
5H), 7.66 (s, 1H), 7.46 (q, J = 7.6 Hz, 2H), 7.34 (td, J = 7.2, 3.8 Hz,
2H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 168.7 (CQO), 168.0
(CQN in the fluorenone ring), 160.1 (CQN in the thiazolidine-
4-one ring), 142.0 (QCH–), 141.0, 138.7, 136.3, 135.2, 133.5,
132.3, 131.8, 131.5, 130.9, 130.4, 129.9, 128.9, 128.8, 127.9,
127.5, 122.8, 121.1, 119.1 (CRN), 111.9 (C-CN). LC-MS (m/z):
[M + 1] 407.1040.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-((10-ethyl-

10H-phenothiazin-3-yl) methylene)thiazolidin-4-one (5l).

Orange solid; yield: 0.69 g, 76%; mp: 218–220 1C. FT-IR (KBr,
cm�1) 3402 (N–H), 3062 (Ar C–H), 1682 (CQO), 1630, 1596
(CQN), 1571 (CQC), 801 (C–S). 1H-NMR (400 MHz, DMSO-d6) d
(ppm) 12.80 (s, 1H), 8.61 (d, J = 7.3 Hz, 1H), 7.84–7.79 (m, 3H),
7.52–7.43 (m, 4H), 7.38–7.30 (m, 3H), 7.20–7.10 (m, 3H), 7.02 (d,
J = 7.9 Hz, 1H), 6.94 (t, J = 7.3 Hz, 1H), 3.94 (q, J = 6.9 Hz, 2H),
1.30 (t, J = 6.7 Hz, 3H). 13C-NMR (101 MHz, DMSO-d6) d (ppm)
167.2 (CQO), 155.8 (CQN in the fluorenone ring), 155.6 (CQN
in the thiazolidine-4-one ring), 147.5,145.6 (C-N, PTZ), 143.7
(QCH–), 141.7, 140.6, 136.8, 131.6, 131.1, 130.1, 129.9, 129.0,
128.7, 128.6, 128.4, 128.0, 127.6, 123.5, 122.4, 122.3, 121.0,
116.2, 42.0 (–CH2–), 13.0 (–CH3). LC-MS (m/z): [M + 1] 531.1898.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-benzyliden-

ethiazolidin-4-one (5m). Yellow solid; yield: 0.48 g, 74%; mp:
220–222 1C. FT-IR (KBr, cm�1) 3417 (N–H), 3062 (Ar C–H), 1695
(CQO), 1637, 1605 (CQN), 1560 (CQC), 803 (C–S).1H-NMR
(400 MHz, DMSO-d6) d (ppm) 12.91 (s, 1H), 8.59 (d, J = 6.9
Hz, 1H), 7.82 (dd, J = 11.1, 7.2 Hz, 3H), 7.67 (d, J = 6.1 Hz, 3H),

7.54 (d, J = 6.9 Hz, 2H), 7.48 (d, J = 16.8 Hz, 3H), 7.36 (d, J = 6.9
Hz, 2H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 167.9 (CQO),
165.2 (CQN in the fluorenone ring), 163.1 (CQN in the
thiazolidine-4-one ring), 157.6, 142.1 (QCH–), 141.0, 136.4,
134.1, 132.3, 132.2, 131.8, 131.5, 130.6, 130.4, 129.9, 128.8,
123.3, 122.8, 122.0, 121.1. LC-MS (m/z): [M + 1] 382.1517.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(3-methoxy-

benzylidene) thiazolidin-4-one (5n). Yellow solid; yield: 0.56 g,
80%; mp: 218–220 1C. FT-IR (KBr, cm�1) 3413 (N–H), 3062 (Ar
C–H), 1719 (CQO), 1638, 1606 (CQN), 1567 (CQC), 806 (C–S),
1260 (C–OCH3).

1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.89 (s,
1H), 8.58 (d, J = 6.9 Hz, 1H), 7.79 (q, J = 6.4 Hz, 3H), 7.62 (s, 1H),
7.45 (d, J = 5.3 Hz, 3H), 7.33 (t, J = 6.9 Hz, 2H), 7.26–7.21 (m,
2H), 6.96–7.08 (1H), 3.79 (s, 3H). 13C-NMR (101 MHz, DMSO-d6)
d (ppm) 167.8 (CQO), 163.0 (CQN in the fluorenone ring),
160.1 (C–OCH3), 157.7 (CQN in the thiazolidine-4-one ring),
142.1 (QCH–), 141.0, 136.4, 135.4, 132.2, 131.7, 131.6, 130.9,
130.4, 128.8, 123.7, 122.8, 122.2, 121.1, 116.3, 116.1, 55.8
(–OCH3). LC-MS (m/z): [M + 1] 412.1118.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(3-bromoben-

zylidene)thiazolidin-4-one (5o). Yellow solid; yield: 0.58 g, 74%;
mp: 216–218 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar C–H),
1691 (CQO), 1631, 1603 (CQN), 1557 (CQC), 802 (C–S), 1043 (C–
Br). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.95 (s, 1H), 8.58–8.52
(m, 1H), 7.86–7.78 (m, 4H), 7.69–7.63 (m, 3H), 7.48 (dt, J = 17.9, 8.3
Hz, 3H), 7.34 (t, J = 7.6 Hz, 2H). 13C-NMR (101 MHz, DMSO-d6)
d (ppm) 167.7 (CQO), 163.1 (CQN in the fluorenone ring), 157.7
(CQN in the thiazolidine-4-one ring), 142.2 (QCH–), 141.3, 136.2,
133.5, 132.9, 132.4, 131.7, 131.6, 130.4, 129.3, 128.9, 124.4, 123.8,
122.7 (C–Br), 121.2. LC-MS (m/z): [M + 1] 462.1121.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(3-nitroben-

zylidene)thiazolidin-4-one (5p). Yellow solid; yield: 0.61 g, 84%;
mp: 216–218 1C. FT-IR (KBr, cm�1) 3452 (N–H), 3062 (Ar C–H),
1695 (CQO), 1637, 1604 (CQN), 1562 (CQC), 802 (C–S), 1529,
1351 (N–O). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 8.66 (d, J =
7.6 Hz, 1H), 8.48 (s, 1H), 8.12 (dd, J = 30.5, 7.6 Hz, 2H), 7.82–
7.74 (m, 4H), 7.51 (s, 1H), 7.43–7.31 (m, 5H). 13C-NMR (101
MHz, DMSO-d6) d (ppm) 174.1 (CQO), 153.0 (CQN in the
fluorenone ring), 152.9 (CQN in the thiazolidine-4-one ring),
148.8 (C-NO2), 141.1 (QCH–), 140.1, 137.6, 135.7, 133.1, 131.7,
131.0, 130.2, 129.6, 128.4, 124.0, 123.2, 121.8, 120.8. LC-MS
(m/z): [M + 1] 427.1414.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-((E)-3-phenyl-

allylidene)thiazolidin-4-one (5q). Yellow solid; yield: 0.51 g,
74%; mp: 220–222 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar
C–H), 1691 (CQO), 1631, 1603 (CQN), 1557 (CQC), 802 (C–S),
2854 (C–H). 1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.70 (s,
1H), 8.58 (d, J = 7.9 Hz, 1H), 7.85–7.78 (m, 3H), 7.67 (d, J = 6.7
Hz, 1H), 7.48–7.35 (m, 9H), 7.24–7.06 (m, 2H). 13C-NMR (101
MHz, DMSO-d6) d (ppm) 168.2 (CQO), 160.1 (CQN in the
fluorenone ring),158.4 (CQN in the thiazolidine-4-one ring),
144.8,143.2 (QCH–), 141.0, 138.7, 136.3, 135.2, 133.4, 132.2,
131.8, 131.6, 130.8, 130.4, 129.9, 128.7, 128.4, 127.8,
127.4,125.3, 122.7, 121.1, 119.1. LC-MS (m/z): [M + 1] 408.2130.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(3,4-dimetho-

xybenzylidene) thiazolidin-4-one (5r). Yellow solid; yield: 0.63 g,
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84%; mp: 220–222 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar
C–H), 1692 (CQO), 1635, 1600 (CQN), 1559 (CQC), 802 (C–S),
1309 (C–OCH3).

1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.80 (s,
1H), 8.59 (d, J = 7.6 Hz, 1H), 7.82 (dd, J = 12.2, 7.6 Hz, 3H), 7.63
(s, 1H), 7.46 (t, J = 7.4 Hz, 2H), 7.37–7.27 (m, 4H), 7.15 (d, J =
8.4 Hz, 1H), 3.81 (s, 6H). 13C-NMR (101 MHz, DMSO-d6) d (ppm)
168.0 (CQO), 163.4 (CQN in the fluorenone ring), 157.3 (CQN
in the thiazolidine-4-one ring), 151.0 (QCH–), 149.4 (C–OCH3),
142.0, 140.9, 136.4, 132.1, 131.6, 131.6, 130.9, 130.3, 128.8,
126.8, 123.5, 122.7, 121.1, 120.4, 114.4, 112.6, 56.1 (–OCH3).
LC-MS (m/z): [M + 1] 442.0700.

(2Z,5Z)-5-((1H-Indol-3-yl)methylene)-2-(2-(9H-fluoren-9-ylidene)

hydrazono) thiazolidin-4-one (5s). Yellow solid; yield: 0.57 g, 80%;
mp: 218–220 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar C–H),
1692 (CQO), 1635, 1600 (CQN), 1558 (CQC), 802 (C–S), 1H-NMR
(400 MHz, DMSO-d6) d (ppm) 12.63 (s, 1H), 12.06 (s, 1H), 8.62 (d,
J = 7.6 Hz, 1H), 7.94–7.70 (m, 7H), 7.51–7.45 (m, 3H), 7.36 (q, J =
7.1 Hz, 2H), 7.20 (td, J = 15.3, 7.9 Hz, 2H). 13C-NMR (101 MHz,
DMSO-d6) d (ppm) 168.0 (CQO), 163.7 (CQN in the fluorenone
ring), 156.8 (CQN in the thiazolidine-4-one ring), 141.9 (QCH–),
140.9, 136.7, 136.5, 132.1, 131.6, 131.5, 130.3, 129.0, 128.8, 128.7,
127.4, 123.5, 123.0, 122.8, 121.4, 121.1, 118.8, 116.2, 112.9, 111.2.
LC-MS (m/z): [M + 1] 421.1141.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(3-hydroxy-

benzylidene)thiazolidin-4-one (5t). Yellow solid; yield: 0.67 g,
82%; mp: 218–220 1C. FT-IR (KBr, cm�1) 3416 (N–H), 3062 (Ar
C–H), 1694 (CQO), 1632, 1602 (CQN), 1558 (CQC), 802 (C–S),
1255 (C–OH), 3159 (O–H). 1H-NMR (400 MHz, DMSO-d6) d

(ppm) 12.78 (s, 1H), 10.39 (s, 1H), 8.60 (d, J = 7.9 Hz, 1H),
7.91 (s, 1H), 7.84–7.76 (m, 4H), 7.53 (d, J = 6.7 Hz, 1H), 7.46 (q,
J = 8.2 Hz, 2H), 7.34 (t, J = 7.6 Hz, 2H), 7.30–7.25 (m, 1H), 6.97
(q, J = 8.6 Hz, 2H). 13C-NMR (101 MHz, DMSO-d6) d (ppm) 168.2
(CQO), 163.4 (CQN in the fluorenone ring), 160.1 (CQN in the
thiazolidine-4-one ring), 157.3 (C–OH), 142.1 (QCH–), 140.8,
136.6, 132.8, 132.4, 131.2, 131.5, 131.3, 130.1, 128.9, 125.1,
122.9, 121.0, 118.7, 116.9. LC-MS (m/z): [M + 1] 398.1204.

(2Z,5Z)-2-((9H-Fluoren-9-ylidene)hydrazono)-5-(thiophen-2-

ylmethylene) thiazolidin-4-one (5u). Yellow solid; yield: 0.49 g,
74%; mp: 214–216 1C. FT-IR (KBr, cm�1) 3458 (N–H), 3062 (Ar
C–H), 1741 (CQO), 1635, 1594 (CQN), 1557 (CQC), 804 (C–S).
1H-NMR (400 MHz, DMSO-d6) d (ppm) 12.87 (s, 1H), 8.58 (d, J =
6.9 Hz, 1H), 7.99 (d, J = 5.3 Hz, 1H), 7.94 (s, 1H), 7.85–7.79 (m,
3H), 7.67 (d, J = 3.1 Hz, 1H), 7.48 (q, J = 7.4 Hz, 2H), 7.36 (q, J =
7.1 Hz, 2H), 7.28 (t, J = 4.2 Hz, 1H). 13C-NMR (101 MHz, DMSO-
d6) d (ppm) 167.6 (CQO), 162.8 (CQN in the fluorenone ring),
157.5 (CQN in the thiazolidine-4-one ring), 142.1 (QCH–),
141.0, 138.3, 136.4, 134.4, 132.9, 132.2, 131.7, 131.5, 130.3,
129.4, 128.9, 123.8, 122.7, 121.1, 120.9 (QCH–). LC-MS (m/z):
[M + 1] 388.0960.

Pharmacological assays
In vitro antioxidant assay

Free radical scavenging activity assay 1,1-diphenyl-2-picryl-

hydrazyl (DPPH) assay. The DPPH radical scavenging assay, as

described by Wong et al.,47 was used to examine the ability of
the synthesized compounds to scavenge free radicals. The
ability of the synthesized compounds to donate hydrogen
atoms was tested by decolorizing a methanol solution of 1,1-
diphenyl-2-picryl hydrazyl (DPPH). In the presence of the anti-
oxidant, DPPH generates a violet/purple colour in methanol
solution which fades to yellow colour. 1 mL of each compound
at different concentrations was added to 3 mL of DPPH
(0.1 mM) methanolic solution. The tubes were vigorously
shaken and left to stand for 30 min at room temperature in
the dark before measuring changes in absorbance at 517 nm.
The DPPH radical scavenging activity of gallic acid was mea-
sured for comparison. All tests were run in triplicate, and the
mean values were shown in the graph. The following formula
was used to calculate the percentage of inhibition:

% DPPH radical scavenging activity = [(A0 � A1)/A0] � 100

where A0 is the absorbance of the control (no test sample) and
A1 is the absorbance of the test samples.

The IC50 values (the concentration required to scavenge 50%
of free radicals) were calculated from the plot of % inhibition
versus sample solution concentration.

In vitro antidiabetic assay

a-Glucosidase inhibitory activity. Li et al. (2004) assessed the
inhibitory activity against a-glucosidase.48 A reaction mixture
containing 500 mL of phosphate buffer (100 mM, pH = 6.8),
200 mL of a-glucosidase solution (0.6 U mL�1), and various
concentrations of test samples ranging from 25 to 100 mg and a
control sample were pre-incubated for 5 min with a series
of synthesised compounds 5a–5u in a test tube. 10 mM
p-Nitrophenyl-a-D-glucopyranoside (p-NPG) was used to initiate
the reaction, which was then stopped after 15 min at 37 1C by
heating on a water bath. The amount of released glucose was
calculated. The amount of liberated glucose was measured at
400 nm on a UV spectrophotometer. The amount of liberated
glucose is directly proportional to the enzyme activity. The
assay methods were carried out three times. The compound’s
inhibitory activity and IC50 were calculated.

% Inhibitory activity = [(As � Ac)/As] � 100

where As is the absorbance when the test material is present
and Ac is the absorbance of the control.
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 Science and technology of nanosized bimetallic oxide nanomaterials records the various 
properties and applications. Especially biomedical applications are viewed in particular due to 
its nanosized particle size. The present experimentation is reporting the microwave-assisted 
synthesis of nanosized bimetallic oxides like copper ferrite (CuFe2O4) and barium titanate 
(BaTiO3) by solid state combustion route using poly (vinyl alcohol) (PVA) as a fuel. The 
structural and morphological characterizations of the bimetallic oxide nanomaterials are 
performed out by X-ray diffraction (XRD) and scanning electron micrograph (SEM) tools 
respectively. These analyses report the crystalline nature of both samples. EDX spectral study is 
also undertaken to know the existence of different metals in the above-mentioned samples. 
Bonding nature of the bimetallic oxide samples were readied by Fourier transfer infrared (FT-
IR) instrumentation. The study reviewed the varied vibrational modes confirms the phase 
formation of the samples. UV-Vis and thermal study of these bimetallic oxide samples are also 
studied extensively to know the thermal and absorption behavior respectively.  TGA of both the 
samples are traced and are showing decomposition at rapid rate. In addition, the maximum 
absorption peaks due to π - π* transition confirms the sample formation. Antimicrobial activity 
of the prepared oxide samples was studied for antibacterial and antifungal behavior. Both 
samples showing considerable activity against various bacteria and fungi. 

© 2024 by the authors; licensee Growing Science, Canada. 
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1. Introduction  

 

 
      Nanoscience is popularly defining by designing the functional materials at the nanoscale for its potential applications in 
various fields1-3. The reasons why nanoscale materials have become so important, because of its easy scale up synthesis, 
improved properties and need based applications 4-6. Based on technology of nanomaterials is feathered to cover the design, 
utilization and construction of functional nanomaterials with at least one characteristic dimension7-8. Nanosized novel 
materials can be refigured to improve physical, chemical and biological properties in comparison with micro materials9-11. 
The reason behind such interesting development and useful behavior of these materials is due to structural features with 
intermediate in between isolated atoms and bulky materials. Hence, the objects may display physical substantially different 
from those displayed by either atoms or bulk materials lead to new technological opportunities as well as new challenges12-

14. Bimetallic oxide nanomaterials are most important and are widely studied solid materials at nanoscale for various new 
properties for substantial applications15-16. Especially, nanosized transition metal oxides have attracted much due to their 
outer electron configuration and are applied widely in various reactions for their structural properties such as high surface 
area, variable pore size, and stability17-19. The current study materials like nanosized copper ferrite and barium ferrite 
materials falls under the same category and one can find superficial properties as well as applications in various fields. 
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      CuFe2O4 is a spinal type of oxide material which has high chemical stability, high thermal stability, high mechanical 
resistance and low surface acidity. In addition, this spinal material is suitable for various applications, such as high-density 
storage media, ferromagnetic fluids, catalysts, magnetic drug delivery systems, magnetic separation, magnetic resonance 
tomography, gas sensors, and another applications20-23. Copper based ferrite materials are having strong magnetic properties, 
relatively low conductivity, low eddy currents and dielectric losses. In continuation, it also shows the high permeability 
properties24-25. Similarly, barium titanate is one of the perovskite materials which can find various electronic and biological 
applications26-27. The ferroelectric and hydroelectric properties of barium ferrite are highly useful in manufacture of some 
varieties un-cooled sensors which are used in thermal cameras. Large crystals of barium ferrite are used in electronic 
precursors like capacitors, electrochemical transducers, and nonlinear optical tools.28-29. Recently, barium based titivate 
nanoparticles have been employed as nanocarriers for drug delivery in the body system30-31.  It naturally occurring in barium-
based perovskites and is very rare natural analogue of barium titanate found as micro inclusions in benitoite. In consideration 
of these including remarks, the present experimentation is reporting the synthesis of nanosized copper ferrite and barium 
titanate perovskite nanomaterials by self-propagating combustion route using PVA as a fuel. These bimetallic oxide 
nanomaterials were well characterized by various characterization tools for their phase formation. Antimicrobial activity 
studies of these prepared oxide materials are undertaken to know its antimicrobial behavior towards various bacteria and 
fungi. 

2. Experimental 

2.1 Materials and Methods 

     The chemicals used in the experimentation are of AR grade and are purchased from Merck (Mumbai, India) and are used 
with further purification. Properly rinsed glass wares with chromic acid are used in the experimentation for purity of the 
reaction product. Microwave-assisted self-propagating combustion route was adopted for the synthesis of barium titanate 
and copper ferrite nanomaterials using polymer as a fuel. For antimicrobial activity, nutrient agar (NA) and potato dextrose 
agar (PDA) media were purchased from Hi Media. The bacterial strains were of microbial type culture collection, procured 
from Institute of Microbial Technology, Chandigarh, India. 

2.2 Synthesis of the copper oxide and iron oxide nanomaterials 

      Copper sulphate was thoroughly mixed with PVA in the weight ratio 1:5 and grounded well in a pestle and mortar. The 
resultant solid is transferred into China dish and was heated in an open air atmosphere until the completion of evolved 
carbonaceous fumes. The reaction undergoes self- propagating combustion reaction in presence of polymer fuel. Incomplete 
reaction product is transferred into a silica crucible and was ignited at around 800°C in muffle furnace. It was observed 
that, initially PVA melted, then frothed and finally ignited to give copper oxide as a residue32.  Similar procedure was 
adopted for the synthesis of iron oxide nanomaterials by use of ferrous sulphate as a precursor material with same polymer 
fuel. 

2.3 Synthesis of Copper ferrite and Barium titanate 

      Equimolar quantity of as prepared nanosized copper oxide and iron oxide was grinded well with PVA in the weight 
ratio of 1:1:5 in a pestle and mortar. The mixture was transferred into a crucible and was burnt initially on electric oven 
for complete evolution of fumes. Then, it is transferred to microwave oven for complete calcinations process. The sample 
was calcined on microwave oven having 2.45GHz frequency and power is 800w for about 15 minutes. During burning, 
the approximate temperature maintained around 1200oC.The reaction mixture burns suitably and leaving behind a solid 
copper ferrite as a crystalline product. Similar procedure is used for the synthesis of nanosized barium titanate 
nanomaterials sample. The obtained bimetallic oxide samples are shown in figure 1. Possible reactions involved in the 
combustion process are given below. The complete synthetic scheme of both the bimetallic oxides is given in Scheme 1. 
 

CuO + Fe2O3→CuFe2O4 

BaO + TiO2→BaTiO3 

 

Fig. 1. Optical image of (a) CuFe2O4 nanomaterials (b) BaTiO3 nanomaterials 



A. Lagashetty et al.  / Current Chemistry Letters 13 (2024) 427

 
Scheme 1.  Synthetic scheme of Copper ferrcopperd Barium titanate nanomaterials 

 

2.3.1Antibacterial activity 

 
     Antibacterial activity of as prepared copper ferrite and barium titanate nanomaterial samples were performed by agar 
well diffusion method (Zhang et al., 2009) with minor modifications33. Petri dishes were prepared by inserting 20 ml 
sterilized NA media under regular condition and allowed to solidify. After media solidification, 100 μl of standard test 
microbial inoculums of gram-positive bacteria like S. aureus, B. subtilis and gram-negative bacteria like S. Typhi, and 
Pseudomonas aeruginosa were spread uniformly by use of sterile cotton swabs. 6 mm diameter agar is drawn from plate to 
form a well using sterile cork borer. Standard antibiotic gentamycin was considered and used as positive control, DMSO as 
negative control. After keeping at 4 ºC for 4 hours for the diffusion of antibacterial metabolites, thereafter plates were 
incubated at 37 ºC for 24 h. The antibacterial effect was estimated by taking a record of the growth inhibition zones in 
millimeters. The whole experiment was conducted in triplicate for proper confirmation of the activity. 
 

2.3.2 Antifungal activity 
 

      Antifungal activity of prepared samples was studied by agar well diffusion method (Zhang et al., 2009) with required 
minor modifications33. Petri dishes were prepared by pouring 20 ml of PDA sterilized media under aseptic condition and 
allowed the same solidification. Soon after the solidification of the media, 100 μl of standardized test Aspergilus niger and 

Fusarium was spread uniformly using sterile L-shaped loop. 6 mm diameter agar is drawn from plate to form a wellbeing 
sterile cork borer for its spreading the sample. Antifungal Nystatin was used as positive control and DMSO as a negative 
control for the activity results. Samples kept at 4 ºC for 4 hours for the diffusion of antibacterial metabolites, thereafter these 
plates were incubated in reaction incubator at 28ºC for 72 h. The obtained diameter of the inhibition zone around the 
prepared well is measured in mm and the average of three best repeated agar discs were taken in to account to assess the 
strength of antifungal activity of the samples. 
 

2.3.3 Characterization Techniques 
 

      The powder X-ray diffraction patterns of the samples were catalogued using JEOL JDX-8P diffractometer using CuKα 
radiation (1.54 Å) at 30 kV. The Fourier transform infrared (FTIR) spectra of the samples were recorded on a Perkin-Elmer 
FT-IR (Model No. 1000) in the range 4000-400 cm-1 at a resolution of 4 cm-1. JEOL JSM-6380 LA scanning electron 
microscope with energy dispersive micro analysis of X-Ray (EDAX) is used to study particle morphology with metal 
confirmation of the sample. The absorption behavior of the sample was carried out by UV visible spectrophotometric 
measurements using Elico spectrophotometer. Technai-20 Philips transmission electron microscope operated at 190 KeV 
to carry out TEM images. Metllor Toledo star tool was used to trace the thermal characterization. 
 

3. Results and discussion 

3.1 FT-IR study 

     Fig. 2(a-b) shows FT-IR spectra of combustion derived copper ferrite and barium titanate samples respectively. The 
metal- oxygen bonding and nature of the synthesized bimetallic oxide samples were carried out by infrared study.  Generally 
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metal oxides give absorption bands below 1000cm-1 arising from inter-atomic vibrations34. It is observed in both spectra 
that, the peak at 3500cm-1 corresponds to absorption of moisture content.  Further, the vibration band observed at 1050 cm-

1is due to some overtones. Peaks below 1000 cm-1 corresponds to Metal-oxygen vibrational modes and metal-metal vibration 
modes of the readied sample confirm the phase formation of prepared bimetallic oxide samples35. 
 

 
 

Fig. 2. FT-IR of (a) CuFe2O4 nanomaterials (b) BaTiO3 
nanomaterials 

Fig. 3. Indexed XRD pattern (a) CuFe2O4 nanomaterials 
(b) BaTiO3 nanomaterials 

 
3.2 XRD Study 

     XRD system was used to know the crysallinity and phase structure of the as-synthesised bimetallic oxide samples. Fig. 

3(a-b) represents the indexed XRD pattern of  as synthesized copper ferrite  and barium titanate nanomaterials respectively. 
According to the XRD pattern, obtained 2ө values and (hkl) values of both samples are indexed in accordance with standard 
JCPDS values and are tabulated in table-1. Both patterns show the presence of highly intense Bragg's reflections indicates 
the crystalline nature of both samples. It is also illustrating that, at higher temperature samples showing stable structure. 
The intensity of peaks in the pattern are sharp indicates the high crystalline nature of both the samples. These patterns not 
demonstrating monometallic oxide reflections which are utilized for bimetallic oxide sample preparation. It is observed 
from the table and indexed pattern, the most of the 2ө (or d-spacing) value of the sample acceptably matches with literature 
data of the copper ferrite (JCPDS card No. 34-0425) and barium titanate (JCPDS card No.79-2264) confirms the formation 
of CuFe2O4 and BaTiO3 nanomaterials respectively with single crystalline phase. Further, the existence of the indexed major 
lattice planes in the pattern supports the sample formation. The broadening and sharp peaks indicate the reduced particle 
size and high crystallinity of the samples. It is also noticed that, at the higher temperature the removal of extra undefined 
phases. Purity of the samples analyzed in the pattern by the absence of the other reflection36.  

Table 1. XRD data of BaTiO3 and CuFe2O4 samples 
 

Sl.No 
CuFe2O4 BaTiO3 

Observed 2ө values (hkl) Observed      2ө values (hkl) 
1 35.02 (103) 32.33 (110) 
2 43.10 (004) 39.43 (111) 
3 56.11 (105) 46.82 (200) 
4 62.00 (224) 57.64 (211) 
5 73.33 (420) 67.50 (220) 
6 ----- --- 80.05 (311) 

 

3.3 EDX Study 

     The EDX analyses of the bimetallic oxide samples were performed to clarify its elemental compositions. Fig. 4 (a-b) 
shows the EDX pattern of combustion derived CuFe2O4 and BaTiO3 nanomaterials respectively. The chemical constituents 
like presence of Cu, Fe, and O elemental segments are observed at respective position in the EDX pattern of copper ferrite 
(Fig. 4(a)) confirms the formation of the said sample. Similarly, the reflections of Ba, Ti and O elemental segments in the 
EDX pattern of barium titanate (Fig. 4(b)) signify the formation of sample. No other elemental reflections other than the 
above observed indicates the purity of the prepared samples. 
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Fig. 4. EDX pattern of (a) CuFe2O4 (b) BaTiO3 nanomaterials 

3.4 SEM study 

      The surface morphology of the prepared nanomaterial was examined through SEM instrumentation. Figure 5(a-b) shows 
SEM images of CuFe2O4 and BaTiO3 nanomaterials respectively. Several cracks are observed due to the existence of the 
voids, which originates from the pore boundaries and then propagate to maximum compression direction. The grain 
morphology, uniformity, homogeneity, and their distribution have been observed. Copper ferrite particles showed large 
grains stuck to each other in an irregular and non-uniform manner is observed in Fig. 5(a). The SEM image of barium 
titanate (Fig. 5(b)) shows that the particles fall in the nano-orange with fine, spherical shaped particles with regular 
arrangement. Some particles show clear close compactness of the particles indicated the very crystalline nature and also 
lead to applicable morphology. It is also noticeable that the particle sizes differed from the crystalline sizes due to 
polycrystalline agglomeration with a single crystal. These results are in close consideration with XRD results in terms of 
its crystalline behavior. 

 

Fig. 5. SEM image of (a) CuFe2O4 (b) BaTiO3 nanomaterials 

3.4 TEM Study 

      Particle morphology and its size of the combustion derived CuFe2O4 and BaTiO3 nanomaterials samples was studied by TEM 
instrumentation and its images are represented in Fig. 6(a-b), respectively. Fig. 6(a) shows the crystalline nature of the sample 
and is in accordance with XRD results. It is also highlighting particle netting falls under nano size range diameters. However, 
the image further reveals that some particles are spherical, and some are irregular particles nature in agreement with SEM results.  



 

430

Similarly, barium titanate nanomaterials also show crystalline behavior and its SEM image is given in figure 6(b). In addition, 
particle agglomeration with particle compactness is also viewed in the said image.  
 

 
Fig. 6. TEM image of (a) CuFe2O4 (b) BaTiO3 nanomaterials 

3.5 Thermal Study 

 
      TGA study is carried out to view the sequential weight loss and subsequent transformation due to heat treatment of the 
samples. Fig. 7(a-b) shows the TGA traces of CuFe2O4 and BaTiO3 samples respectively. It is observed from Fig. 7(a) that 
the three-step decomposition under exited temperature range 100-500oC, 500-650oC and 650-1000oC. Copper ferrite sample 
shows the initial weight loss in the range 100-500oC is due to water evaporation. Further, the sample decomposes 
continuously as the temperature rises and shows a sharp weight loss in the range 500oC-650oC due to further decomposition 
of residual precursor oxides present in the sample. Above 900oC, no weight loss was observed indicates the decomposition 
of the phases of the sample. Similar features are observed in barium titanate sample. TGA trace of barium titanate sample 
(Fig. 7(b)) is also showing significant three step weight loss in the temperature range 100-400oC, 400-500oC and 500- 
800oC. The initial weight loss is due to evaporation of water and second loss is due to further residual oxides decomposition 
and third loss is due to decomposition of complete phase of the sample.37-38 

 

 

Fig. 7. TGA trace of (a) CuFe2O4 (b) BaTiO3 nanomaterials 

3.6 UV-Vis study 

      Optical properties of bimetallic samples were well studied by UV-Vis spectroscopic analysis. The absorption spectra of 
CuFe2O4 and BaTiO3 samples are shown in Fig. 8(a-b), respectively. It is observed from UV-Vis absorption spectra of 
CuFe2O4 that, a single and maximum strong surface Plasmon resonance band (λmax) at 350nm is assigned to the 
characteristics phase of CuFe2O4. Similarly, a single maximum strong surface Plasmon resonance band (λmax) at 310nm (in 
Fig. 8(b)) is observed due to excitation of electron from valence band to conduction band and the characteristics phase of 
BaTiO3 sample. Both samples show the broad Plasmon bands with an absorption tail in the higher wavelength. 
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Fig. 8. UV-Vis spectra of CuFe2O4 and BaTiO3 nanomaterials 

3.7 Antibacterial activity 

 
     Observed antibacterial results of the prepared BaTiO3 and CuFe2O4 samples are given in Table 2 and results are 
represented graphically in Fig. 9. It is observed from the table that; the samples show good activity at higher concentration 
in comparison with standard drug.  
 
Table 2. Antibacterial results of BaTiO3 and CuFe2O4 samples 

Sl.No Name of the samples Conc. (µg/ml) S. aureus 
(mm) 

B. subtilis 

(mm) 
S. Typhi 

(mm) 
Pseudomonas A (mm) 

1 BaTiO3 25 0 0 0 0 
CuFe2O4 0 0 0 0 

2 BaTiO3 50 3 4 4 4 
CuFe2O4 4 6 5 5 

3 BaTiO3 75 9 10 9 10 
CuFe2O4 10 10 10 11 

4 BaTiO3 100 12 12 12 13 
CuFe2O4 12 13 12 12 

5 BaTiO3 200 12 13 13 13 
CuFe2O4 14 14 14 14 

6 Gentamycin 
(Standard) 

100 15mm 15 15 15 

 

 
Fig. 9. Graphical representation of antibacterial activity of CuFe2O4 BaTiO3 nanomaterials 

    In addition, both the samples show the same activity range for all bacteria at the same concentration. The increasing use 
of nanoparticles (NPs) in medicine has led to an enhanced number of studies declaring the potential antibacterial 
mechanisms of NPs against bacteria. The nanosized sample materials are made in contact with bacterial cells to achieve 
their antibacterial functional performance. The acceptable forms of contact include electrostatic attraction39 van der Waals 
forces40, receptor�ligand41 and hydrophobic interactions42. From the mentioned figure, it is also observed that antimicrobial 
activity was performed to understanding the molecular biology mechanism associated with the bactericidal action of BaTiO3 
and CuFe2O4 nanomaterials. In comparison, CuFe2O4 nanomaterials exhibited good antibacterial results compared to 
nanosized BaTiO3 sample. The reason is that the combination of copper and iron oxide nanomaterials can adhere to the 
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surface of bacterial cells to produce ROS and damage the composition as well as structure of the cell membrane43. There 
by interfering with the function of the cell membrane and causing leakage of cellular contents, resulting in bacterial death. 
 

3.8 Antifungal activity 
 

      The growths of the tested fungal species were significantly inhibited by the synthesized nanoparticles. From the obtained 
results it is confirming that the MIC of the tested fungal species was at 100 μg mL−1.The observed antifungal activity results 
are given in table-3 and results are represented graphically in figure 10. The table clearly indicated that the CuFe2O4 
nanomaterials exhibited good antifungal activity compared to BaTiO3 nanomaterials. Both the samples show good 
antifungal activity at higher concentration in comparison with standard drug. Further, both fungi show the same activity 
range for respective concentration. CuFe2O4 nanomaterials would allow a higher level of penetration of free radicals or ions 
causing cell death at lower concentrations 44. Nanomaterials with the smaller size can interact quickly with the cell wall and 
membrane causing leakage of genetic materials, proteins, and minerals that finally result in cell death 45. 
 

Table 3. Antifungal activity results of BaTiO3 and CuFe2O4 samples 
Sl. No. Sample Conc. (µg/ml) Anti-fungal Aspergilus niger(mm) Fusarium. S 

(mm) 

1 BaTiO3 25 4 5 
CuFe2O4 4 5 

2 BaTiO3 50 6 6 
CuFe2O4 6 6 

3 BaTiO3 75 7 9 
CuFe2O4 8 11 

4 BaTiO3 100 9 10 
CuFe2O4 9 12 

5 BaTiO3 200 11 10 
CuFe2O4 10 11 

6 Nystatin 
(standard) 

100 12 12 

 

 

Fig. 10. Graphical representation of antifungal activity of CuFe2O4 and BaTiO3 nanomaterials 

4. Conclusions 

 
       The successful synthesis of nanosized copper ferrite and barium titanate is achieved by combustion route with PVA as 
a fuel. This self-propagating solid state combustion reaction achieved the phase formation of bimetallic oxide samples with 
simple experimentation. This method may be one of the prominent routes for the synthesis of other bimetallic oxide 
nanomaterials like perovskites. The synthesized nanoparticles showed potent antibacterial and antifungal activities against 
the tested pathogens. Consequently, the synthesized CuFe2O4 nanoparticles showed better activity compared to BaTiO3 

nanomaterials. Results of the current study reflect that CuFe2O4can be better explored soon for various biomedical, 
industrial, and agricultural applications. Moreover, the high yield of the copper ferrite nanoparticles achieved in the present 
study could open up the way for the manufacture of nanoparticles at an industrial scale using a cost-effective and eco-
friendly methodology.  
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Abstract

In this study, novel chemically reduced silver nanoparticles (AgNPs) were functionalized with new 4-amino, 3, 5-dimercapto, 

1, 2, 4 triazole (DMT) moiety. Nucleation and formation of the functionalized silver nanoparticles was monitored using 

UV–Vis absorption spectroscopy. UV/Vis-spectroscopy, zeta-potential, XRD, SEM, TEM, and FTIR analysis techniques 

confirmed the functionalization of AgNPs by DMT ligand having particle sizes 50–51 nm. The dimercapto-functionalized 

silver nanoparticles (DMT-AgNPs) showed high antibacterial activity against Gram-positive and Gram-negative bacteria. We 

found that the DMT-AgNPs had the potential to inhibit growth with cell cycle arrest and increased apoptosis of MCF-7 cancer 

cell in dose-dependent manner with an  IC50 value of 18.46% v/v. Our results showed that the DMT-AgNPs inhibited cancer 

cell line proliferation with a mechanism of action similar to that of other tubulin inhibitors. It is interestingly observed that the 

newly developed DMT-AgNPs are reliable safe and biocompatibility, hence could be used viable in the treatment of diseases 

with high accuracy in a patient-friendly manner compared to AgNPs and can be used as potent therapeutic agent in future.

Keywords Silver nanoparticles (AgNPs) · Dimercapto-triazole-functionalized silver nanoparticles (DMT-AgNPs) · 

Antibacterial · Anticancer properties

1 Introduction

Over the years, it has been witnessed an unprecedented 

growth in the area of nanotechnology and nanomedicine 

with the development of novel nanocomposites. These deal 

with manipulation of materials at atomic/molecular level 

[1] into a new range of products for advanced biomedical 

applications [2]. Nanomedicine field had visualized the next 

door for the ongoing development of theranostic systems 

like biological labeling, imaging [3], biosensing [4], anti-

microbial activity [5], detection, designed as drugs carrier 

genetic disorders, gene therapy, and DNA sequencing [6], 

and elimination of cancer cells before they form tumors [7]. 

In fact, nanocomposites of free metals, with their unique 

physical and chemical properties in combination with mod-

ern technology, play a tremendous role in overcoming many 

of the problems that conventional methods face in sensing, 

diagnosis, treatment, and detection of deadly diseases [8].

Among all metallic nanoparticles, silver nanoparti-

cles (AgNPs) which possess higher level of therapeutic 

activity with lower toxicity rather than their counterparts 

(metal salts) have tremendous applications in photography 

[9], catalysis [10], biosensor [11], biomolecular detection 

[12], diagnostics [13], and particularly antimicrobial stud-

ies [14–16]. Thus, they are extensively used for developing 

unique therapeutic methodologies like treatment of multi-

drug resistant microorganisms (bacteria, yeast, and fungi) 

[17], cancer treatments [18], drug delivery system, coating 

of medical equipments, food packaging materials, wound 

dressings bandages, gloves, textile fabrics [19, 20], wood 

flooring, and various wound healing gels to preventing infec-

tions due to their anti-microbial properties [21]. A number 

of methods were used in the past for the synthesis of AgNPs, 
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for example, reduction in solutions [22], radiation assisted 

[23] chemical and photo-reduction in reverse micelles 

[24], thermal decomposition of silver compounds [25], and 

recently via bio- or green-synthesis route [26, 27]. Chemi-

cal reduction is the most frequently applied method for the 

preparation of silver nanoparticles (AgNPs) as colloidal 

dispersions in water or organic solvents because chemical 

reduction of silver precursor salts in solution offers higher 

yield, easier production, and lower costs compared to other 

methods [28]. Reduction of silver (I) salts by chemical meth-

ods progress through a one-step process producing a colored 

sol as metal surface has free electrons in the conduction 

band and positively charged nuclei, thus forming long-lived 

clusters of AgNPs. Different shapes and sized AgNPs can be 

synthesized using several reducing agents [29–32].

Sodium borohydride reduction (a strong reductant) usu-

ally results in an average monodispersed smaller sized AgNPs 

while citrate (a weaker reductant) usually results poly-

dispersed larger sized AgNPs due to slower reduction rate 

[33]. The smaller sized AgNPs formed using excess sodium 

borohydride are temporarily stabilized by  BH4
− species that 

forms a shell of excess borohydride anion around AgNPs. 

However, with time, this shell collapses due to the degradation 

of  BH4
− accompanied by hydrogen gas evolution [34], and 

nanoparticles start to aggregate. Therefore AgNPs synthesized 

by chemical reduction methods are often performed in the 

presence of stabilizers in order to prevent unwanted agglom-

eration of the colloids. AgNPs that are free from agglomera-

tion make them ideal for research, development, and use in a 

variety of innovative applications. Thus, the great therapeutic 

potential of AgNPs which relies on the amazing chemo-phys-

ical versatility, which is achievable either by reducing the size 

in order to maximize the surface atoms number or surface 

modifications using certain appropriate ligands [35]. Ligands 

act like capping agents by forming a protective shell around 

nanoparticles. This stops further aggregation, thereby increas-

ing the stability and make suitable for medical applications.

Ligands with certain functional groups like thiols, amines, 

phosphines, carboxylates, and polymers easily get conjugated 

to the noble metal nanoparticles through non-covalent and 

covalent interactions. Therefore, ligands can be success-

fully used as stabilizers/functionalizers to bring the surface 

modifications [35]. Ligand functionalization of AgNPs can be 

brought through a variety of techniques that includes physical 

adsorption, chemisorptions, electrostatic adsorption (electro-

static binding), and affinity-based (specific recognition and 

covalent coupling) method [36]. In fact, the key feature for 

nanoparticle functionalization is that their surface which is 

imperfect, results in defective sites corresponding to the ver-

tices or edges and one non defective site (terrace or face) for 

binding of ligands [37, 38]. Defective and non defective sites 

have different electron densities and steric behavior and hence 

exhibit different reactivity with different functional groups 

[37]. Thus, capping/functionalization of nanoparticles allows 

them to tune the material properties to promote their applica-

tions [39]. Recently, these immobilization techniques have 

been applied to bring biologically active ligands/drugs and 

nanoparticles together for advanced biomedical applications.

Heterocyclic chemistry always plays a major role in 

synthetic organic chemistry especially as efficient drug 

candidates. In fact, interestingly, more than 90% of new 

drug molecules, intermediates, other bio-molecules, and 

their derivatives in different forms are heterocyclic com-

pounds [40]. Especially, interesting group of heterocyclic 

compounds such as triazole have been paid special attention 

due to their potential applications as medicinal agents, agro-

chemicals, supramolecular ligands, biomimetic catalysts, 

etc. [41]. Both 1, 2, 4-triazoles and 1, 2, 3-triazoles and 

their derivatives in chemistry have wide spectrum of biologi-

cal activities [41]. Indeed, among 1,2,4-triazole derivatives, 

mercapto and thione substituted ring structures are used in 

construction of promising novel bio-molecules that pos-

sess antiviral [42], antifungal [43], antibacterial [44], anti-

inflammatory activity, anticonvulsant, antidepressant [45], 

and antitumor activities [46]. They also exhibit antimalarial, 

analgesic properties and owe in therapeutic applications as 

central nervous system stimulants [47]. Triazole is an elec-

tron rich system possessing aromaticity with five-membered 

ring structure containing three nitrogen and sulfur atoms. 

Thus, the unique structural arrangement endows triazole and 

its derivatives to readily bind with a variety of enzymes and 

receptors in biological system and display a broad spectrum 

of biological activities [48]. Greater pharmacological activi-

ties of triazole derivatives are also due to structural proper-

ties such as hydrogen bonding, reasonable dipole character, 

inflexibility, and their stability under in vivo environments 

[49]. Innovative biofunctional drug molecules can be pro-

duced using triazole moiety as a linker to combine different 

pharamachore fragments which provides efficient pathway 

for developing new bioactive functional molecules [50].

Currently, researchers in scientific community are show-

ing increasing interest to develop new routes, methods, and 

modifications for both synthesis and applications adjoining 

nanoparticles and heterocyclic moieties. In this context, 

introducing biologically active ligand functionality to the 

surface of AgNPs and deeper investigation of nanomaterial 

structures to test the biocompatibility are the critical aspects 

of the present study with an aim to improve its therapeu-

tic applications. The current study reports the synthesis of 

4-amino,3,5-dimercapto, 1,2,4 triazole (DMT) ligand-func-

tionalized novel silver nanoparticles, characterization, and 

evaluation of antimicrobial and antitumor activity against 

MCF-7 cell lines that highlights its in vivo efficacy, so that 

the DMT-functionalized AgNPs can be considered for the 

biomedical applications and used in efficient drug delivery 

systems in near future.
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2  Experimental Details

2.1  Chemicals, Cell Lines, and Microorganisms

All chemicals used were of laboratory grade and used 

without further purification. Purity of the compound was 

confirmed by the values given on the reagent bottles. 

The carbon disulphide (96%), hydrazine hydrate (97%), 

salicylaldehyde (98%), conc.  H2SO4 (96%), hydrochloric 

acid (95%), acetic acid (97%), pyridine (96%), silver nitrate, 

sodium borohydride, and 3-(4,5-dimethylthiazole-2-yl)-2,5-

diphenyltetrazolium bromide (MTT) were purchased from 

Sigma-Aldrich Ltd. The bacterial strains were procured from 

the Microbial Type Culture Collection, Institute of Microbial 

Technology, Chandigarh, India. The MCF-7 cell lines were 

obtained from National Centre for Cell Science, Pune, India. 

For cell culture, RPMI-1640 culture medium and fetal calf 

serum (FCS) were purchased from HiMedia.

2.2  Synthesis of AgNPs

The glasswares used for the preparation of AgNPs were 

cleaned with aquaregia (3:1 HCl/  HNO3), rinsed several 

times with double distilled water, and dried. AgNPs were 

synthesized by reducing silver nitrate with large excess of 

ice-cold sodium borohydride, which not only reduces the 

ionic silver but also stabilizes the formed nanoparticles 

[51, 52]. Thus, 30 mL of 0.002 M sodium borohydride 

 (NaBH4) was added to a flask incubated in dark, placed in 

an ice bath on a stir plate with a magnetic bead for about 

20 min. Ice bath was used to slow down the reaction with 

a hope to gain better control over final particle size and 

shape. Two milliliters of 0.001 M silver nitrate  (AgNO3) 

was dripped into the  NaBH4 solution at approximately 1 

drop per second with continuous stirring until; all  AgNO3 

were reduced and clustered to form mono-dispersed 

AgNPs as a transparent yellow colored solution in the 

aqueous medium.

2.3  Synthesis of AgNPs Using 4‑Amino, 
3,5‑Dimercapto‑1,2,4 Triazole (DMT) 
as Stabilizing Agent

4-Amino-3, 5-dimercapto-1, 2, 4-triazole (DMT) was prepared 

by using literature report [53, 54]. Thirty milliliters 0.001 M 

DMT solution was dripped to ice-cold AgNPs sol at approx-

imately 1 drop per second using a syringe with continuous 

stirring. For complete stabilization and ligand exchange, the 

above prepared solution was kept at least for 18 h in dark with 

continuous stirring. The color of the solution turns to dark yel-

low from pale yellow (AgNPs), which indicated the formation 

of DMT-functionalized AgNPs (DMT-AgNPs) (Fig. 1).

2.4  Antimicrobial Assays

The antimicrobial susceptibility of newly synthesized 

DMT-AgNPs was evaluated using the disc diffusion 

method [55]. Muller Hinton agar media for antibacterial 

activity was prepared, sterilized, and aseptically trans-

ferred to Petri plates. These Petri plates containing media 

were solidified and later incubated overnight to confirm 

that the Petri plates are free from contamination. These 

Petri plates were first inoculated with test organisms and 

then disc-containing test samples were loaded. Zones of 

inhibition were measured using Hi media scale after 24 h 

of incubation at 37 °C. The comparative stability of discs 

containing gentamicin and nystatin was analyzed simul-

taneously to evaluate their antibacterial susceptibility. All 

the experiments were performed in triplicate, and results 

are recorded as mean ± standard deviation.

Fig. 1  Functionalization of AgNPs by 4-amino,3,5-dimercapto-1,2,4 triazole
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2.5  In Vitro Study 
of Dimercapto‑Triazole‑Functionalized AgNPs 
(DMT‑AgNPs)

The cytotoxicity study of synthesized DMT-AgNPs was 

tested on MCF-7 (breast cancer) cell lines by the reduc-

tion assay of tetrazolium salt (dye) [56]. The cells were 

cultured and then harvested such that 200 μL of each sus-

pension contained approximately 15,000 cells. The cells 

were treated with 200 μL of increasing concentrations of 

DMT-AgNPs (0.1, 0.5, 1.0, 5.0, 10, and 20% v/v) from stock 

sol and incubated at 37 °C in 5%  CO2 atmosphere for 24 h 

and 48 h. Later, 200 μL of 10% MTT reagent was added to 

each well to get a final concentration of 0.5 mg/mL, and the 

plates were incubated at 37 °C in 5%  CO2 atmosphere for 

24 h and 48 h. The resulting blue colored formazan product 

formed was dissolved in 100 μL dimethyl sulfoxide (DMSO) 

solvent, and the absorption was measured at a wavelength 

of 570 nm. The absorbance of untreated cells was used as 

control (100% viable). Cis-platin was used as the standard 

anti-cancer drug for MCF-7 cell lines with an  IC50 value of 

25 µg/mL. Each experiment was performed in triplicate. The 

percentage growth inhibition was calculated, after subtract-

ing the background and the blank. Concentration of test drug 

needed to inhibit cell growth by 50%  (IC50) was generated 

from the dose–response curve for the cell line.

3  Characterization

The formation of AgNPs and DMT-AgNPs were character-

ized by UV–visible spectrometer (Perkin Elmer, Lambda 35, 

Germany). Mean particle size and zeta potential (ξ) of the 

colloidal sol were investigated by dynamic light scattering 

(DLS) technique using a Zeta size analyzer (Nano ZS 90, 

Malvern Instruments Ltd., UK). Freeze-dried powders were 

subjected to X-ray diffraction pattern analysis on a powder 

diffractometer (Rigaku theta-theta type) which was oper-

ated at 40 kV voltage, 30 mA current, 20 to 80 (2θ) range. 

Microphotographs were obtained using transmission elec-

tron microscope TEM (Philips model CM 200 instrument 

operated at an accelerating voltage at 200 kV) and scanning 

electron microscope SEM (Carl Zeiss Microscopy, EVO 

10, Germany) in order to determine the size and morphol-

ogy. Samples for analysis were prepared by placing drops 

of AgNPs and DMT-AgNPs solution on carbon-coated tape 

which was pasted on TEM and SEM grids and were then 

allowed to dry for 2 min, the extra solution was removed 

using a blotting paper. Further, secondary electron sputter-

ing at an applied potential of 20 kV was adopted prior to 

the recording of SEM images. Fourier transform infrared 

(FTIR) spectra were recorded on a Vertex 70 spectrometer 

with KBr pellets (Bruker Corporation, Billerica, MA, USA). 

The cytotoxicity (MTT) assays were performed in 96-well 

plate, and absorbance was measured on microplate reader 

(Multiscan, Thermo Scientific).

4  Results and Discussion

4.1  UV–Visible Absorption Spectra Analysis

The formation of AgNPs and DMT-AgNPs by the reduc-

tion of the  Ag+ ions in solution was monitored by periodi-

cal sampling of aliquots of the reaction as a function of 

time and recording the UV–Visible spectrum in the range 

200–600 nm operated at a resolution of 1 nm. Distilled water 

was used as blank.

The optical absorption spectra of metal nanoparticles 

are dominated by surface plasmon resonance at 420 nm for 

AgNPs, i.e., the energy of absorption depends on the degree 

of plasmon resonance which may shift either side of this 

Fig. 2  a Color for (i)DMT, (ii)AgNPs, and (iii)DMT-AgNPs. b UV–Vis spectra of DMT, AgNPs, and DMT-AgNPs
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value depending on the ratio of silver ions and zero-valent 

silver [57]. The spectroscopic observation indicates that the 

chrome yellow solution of AgNPs was formed (Fig. 2a) due 

to the reduction of  Ag+ to  Ag0 and the absorption peak at 

420 nm for AgNPs shifted to longer wavelength (red shift) 

440 nm which may be due to the increase in the particle size 

of DMT-AgNPs (Fig. 2b). There was no further aggregation, 

and the peak position was stable even after 18 h. The silver 

colloidal particles possess negative charge at first due to the 

adsorbed  BH4
− ions which dissolves slowly and later forms 

-SH capping [34]. The position and shape of the plasmon 

absorption of nanoparticles are strongly dependent on the 

particle size, dielectric constant, and surface adsorbed spe-

cies which was further confirmed by zeta size and potential 

studies.

4.2  Particle Size and Zeta Potential (ξ) Analysis

Zeta potential (ξ) also known as surface potential along 

with the mean particle size distribution governs the other 

characters such as, saturation solubility, dissolution veloc-

ity, physical stability, and even biological performances of 

synthesized nanoparticles [58]. Mean particle size and zeta 

potential of the colloidal AgNPs and DMT-AgNPs were 

measured directly after synthesis, using dynamic light scat-

tering spectroscopy (DLS) (Fig. 3), and Table 1 gives the 

values of the obtained results.

The average particle size (z-average) was found to be 

20–21 nm for uncapped AgNPs and 50–51 nm for DMT-

AgNPs. Zeta potential of minimum + 30 mV is required 

for the indication of stable AgNPs [59]. Zeta potential 

(ξ)/surface potential values measured were found to 

be − 24.8 mV for AgNPs (Fig. 3a) and − 27.1 mV for 

DMT-AgNPs (Fig. 3b), with a peak area of 100% inten-

sity. The high negative value of zeta potential (ξ) and 

mobility values as seen from Table 1 supports long-term 

stability, good colloidal nature, and high dispersity of the 

synthesized AgNPs and DMT-AgNPs. The particle size 

of the synthesized nanoparticles was further confirmed 

by the XRD analysis.

Fig. 3  Zeta particle size, phase distribution, and mobility images of a AgNPs and b DMT-AgNPs
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4.3  XRD Analysis

The XRD diffraction peaks for the freeze-dried powders of 

the synthesized AgNPs and DMT-AgNPs areas are shown 

in Fig. 4. The X-ray diffraction peaks at 2θ values for both 

AgNPs (Fig. 4a) and DMT-AgNPs (Fig. 4b) are similar 

and showed peaks at 2θ values 38.012°,45.17°,62.489°, 

and 77.34° indexed as 111, 200, 220, and 311 planes of 

FCC of silver [60–62] at room temperature conditions. 

The lattices were identified by comparing the values for 

interplanar spacing and relative intensities with the stand-

ard values of metal silver. The particle size of the synthe-

sized nanoparticles were calculated using Debye-Scherer’s 

equation, D = k λ/βcosθ, where k is a constant value (0.96), 

λ is the wavelength of the X-ray, β is the full width at half 

maximum of the XRD peak (radians), and θ is Bragg’s 

angle of the XRD peak. The particle size of the AgNPs was 

calculated to be 20–21 nm and for DMT-AgNPs 50–51 nm 

which were consistent with the zeta size values.

Table 1  Mean particle size 

diameter and zeta potential 

results of AgNPs and DMT-

AgNPs

Sl. no Parameters AgNPs DMT-AgNPs

1 Z-average (nm) 20–21 50–51

2 Zeta potential (mV)  − 24.8  − 27.1

3 Zeta quality Phase and distribution 

data is good

Phase and distribution data 

meets the quality criteria

4 Electrophoretic mobility (μmcm/Vs)  − 1.919  − 2.200

5 Mobility deviation (μmcm/Vs) 0.8882 0.4831

6 Conductivity mS/cm 0.0993 0.188

Meas. data:Ag

BG data:Ag

Calc. data:Ag
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Fig. 4  XRD patterns of a AgNPs and b DMT-AgNPs

Fig. 5  SEM images of a AgNPs and b DMT-AgNPs
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4.4  Scanning Electron Microscopy Analysis

Scanning electron microscopy has provided further insight 

into the morphology and size details of the synthesized 

nanoparticles. Micrographs of AgNPs and DMT-AgNPs are 

shown in Fig. 5a which shows SEM image with spherical 

AgNPs with uneven distribution of particles. The morphol-

ogy of the DMT-AgNPs completely differs from AgNPs and 

are almost uniform and mono-dispersed without any aggre-

gation (Fig. 5b). The separation between the nanoparticles 

indicates functionalization of nanoparticles by DMT which 

has been used as functionalizing agent.

4.5  TEM Analysis

The functionalization of DMT to AgNPs can be evi-

denced from the TEM studies which provide the exact size 

changes before and after capping AgNPs with DMT. The 

representative TEM picture recorded for the AgNPs and 

DMT-AgNPs deposited on a carbon coated copper tape 

placed on TEM grid are shown in Fig. 6. Microphoto-

graphs show spherical particles of 20–21 nm (Fig. 6a) and 

50–51 nm (Fig. 6b) for AgNPs and DMT-AgNPs without 

aggregation. The large variation in the size of AgNPs and 

DMT-AgNPs, i.e., difference of 30 nm, is due to the DMT 

which binds to AgNPs and brings the surface functionali-

zation of nanoparticles. Both DMT-AgNPs and AgNPs are 

highly crystalline in nature, as seen from the selected area 

diffraction pattern recorded for the nanoparticles (Fig. 6a, 

b). Surface functionalization of AgNPs by functional 

groups present in the capping agent has been confirmed 

by FTIR studies.

4.6  Fourier Transform Infrared Spectroscopy (FTIR) 
Analysis

FTIR spectroscopy is useful in probing the chemical com-

position of the surface of the AgNPs and the local molecu-

lar environment of functionalizing agent DMT which has 

both free amine and thiol functional groups. There seems a 

Fig. 6  TEM images of a AgNPs and b DMT-AgNPs and SAD pattern of c AgNPs and d DMT-AgNPs
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competition between these two groups towards Ag as both 

groups have affinity for the novel AgNPs. The FTIR spec-

trum of AgNPs and DMT-AgNPs is as shown in Fig. 7. The 

purified freeze-dried powders of AgNPs were subjected to 

FTIR analysis to confirm the capping of DMT to AgNPs 

(Fig. 7). The broad band appearing at 3051  cm−1 can be 

assigned for C-H stretching vibration, small stretching band 

at 3276  cm−1 corresponds to  NH2 group, peak with bending 

vibration at 2360  cm−1 represents S–H (thiol) group, sharp 

stretching at 1596  cm−1 may be due to the presence of C = N 

bond, a sharp stretch at 1287  cm−1 can be assigned to C-N 

bond, and small stretching at 1010  cm−1 is assigned for N–N 

bond and the broad bending vibration at 1655  cm−1 for N–H 

group of DMT ligand. The IR spectrum of DMT-AgNPs 

(Fig. 7b) shows all the stretching and bending vibration of 

groups almost similar to ligand, except the peak around 

1200–1300  cm−1 (Fig. 7b) indicating that S–H (thiol) group 

is involved in functionalization of DMT-AgNPs. Thus, the 

disappearance of the bending vibrations of the S–H (thiol) 

group and the decrease in intensity of the other bands are 

attributed to functionalization of AgNPs.

4.7  Antimicrobial Assays with Minimum Inhibitory 
Concentration

Antimicrobial activity study was performed to see the 

growth inhibitory effect of newly synthesized DMT-AgNPs 

on common laboratory microorganisms, using the standard 

method. The tabulated result (Table 2) reveals that DMT-

AgNPs have higher antimicrobial activity compared to 

AgNPs. This might be due to their higher solubility (cap-

ping of polar groups) and higher diffusion potential of DMT-

AgNPs. The DMT-AgNPs might get attached to the surface 

of the cell membrane and disturb its power function such as 

permeability and respiration, thus, inhibiting the growth of 

microbes (Fig. 8).

4.8  In Vitro Cytotoxicity Test Study 
of Dimercapto‑Triazole‑Functionalized AgNPs

In vitro cytotoxicity testing procedures reduces the use of 

animals [63] and hence increases the use of cultured tis-

sues and cells [64] at laboratory keeping the animal envi-

ronment safe (Fig. 9). The reduction of tetrazolium salts 

is now widely accepted as a reliable way to examine cell 

Fig. 7  a FT-IR Spectra of 4-amino-3,5-dimercapto-1,2,4- triazole(DMT). b DMT-AgNPs

Table 2  Antibacterial 

and antifungal activity 

of dimercapto-triazole-

functionalized AgNPs

Sl. no Test human pathogens AgNPs 100 µg/disc DMT-AgNPs 

100 µg/disc

Gentamicin 

100 µg/disc

Nystatin 100 µg/disc

1 Candida albicans 15 ± 0.52 22.0 ± 0.60 ND 22 ± 0.65

2 Escherichia coli 14 ± 0.68 18.6 ± 0.35 28 ± 0.45 ND

3 Staphylococcus aureus 13 ± 0.26 24.0 ± 0.64 33 ± 0.69 ND

4 Bacillus subtilis 27 ± 0.58 28 ± 0.60 31 ± 0.23 ND

5 Methicillin-resistant 

Staphylococcus 

aureus

00 11 ± 0.52 32 ± 0.45 ND

6 Listeria monocytogenes 00 09 ± 0.78 31 ± 0.63 ND

7 Salmonella typhi 06 ± 0.23 10 ± 0.84 30 ± 0.27 ND
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proliferation [65]. The cytotoxicity assay measures the cell 

proliferation rate and, conversely, metabolic events that 

cause apoptosis or necrosis that lead to the reduction in cell 

viability. The cytomorphological changes for MCF-7 cell 

lines (Fig. 10) after 24 h of treatment along with their  IC50 

values with statistical studies are shown in Fig. 11a and its 

graphical representation in Fig. 11b.

Observations from Figs. 10 and 11 showed that the 

synthesized DMT-AgNPs show good results compared 

to AgNPs and chemotherapeutic drug Cis-platin against 

MCF-7cell lines. We found that the DMT-AgNPs (Fig. 11) 

had the potential to inhibit growth of MCF-7 cancer cell in 

dose-dependent manner with an  IC50 value of 18.46% v/v. 

The anticancer effect of AgNPs and DMT-AgNPs might be 

due to nano size, surface area, and surface functionaliza-

tion factors which control bio-kinetics leading to reduction 

in cell viability. The action mode of DMT-AgNPs may 

be described as nanoparticles first make a breakthrough 

in the permeability of outer membrane, resulting in the 

leakage of cellular materials that cause cell decomposition 

and death eventually. Secondly, DMT-AgNPs may enter 

the inner membrane and inactivate respiratory chain dehy-

drogenases or disruption of the mitochondrial respiratory 

chain leading to release of reactive oxygen species (ROS) 

and disturb (ATP) proteins, phosphate lipid synthesis, 

which in turn leads to DNA damage thus inhibiting res-

piration and growth of cells [66, 67]. Therefore, DMT-

AgNPs result in increased cell proliferation rate compared 

to AgNPs.

5  Conclusion

The research work reports efficient, successful synthesis 

and characterization of DMT-AgNPs having spherical 

shapes with an average size of 50–51 nm. The DMT has 

two free groups, i.e., thiol and amine functional groups. 

Therefore, chemical reduction method was used to bring 

hydrophilic ligand functionalization of AgNPs. Ice bath 

used during the synthesis helps formation of AgNPs 

Fig. 8  Images of AgNPs and DMT-AgNPs showing inhibition zones for test human pathogens using gentamicin and nystatin as standards

Fig. 9  Graphical representation 

of antibacterial assay
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with increased rate as individual atoms resulting in short 

time nucleation. In turn, this supported the formation of 

mono-dispersed particles as freshly generated atoms that 

get trapped by existing nuclei in a diffused-controlled 

growth mode and thus prevents new particle formation 

and no broad particle size distribution. Subsequent particle 

growth was influenced by the concentration of the reac-

tants, the solvent, reducing agents, and specifically by the 

presence of a functionalizing agent. These DMT-AgNPs 

have certain advantages like ease for applicability in large-

scale production, economically feasible, eco-friendly, and 

higher solubility (capping of polar groups) with higher 

diffusion potential. Evaluation of antibacterial and antitu-

mor study against MCF-7 cell lines explores the potential 

improvement in the biological activity of the DMT-AgNPs 

compared to AgNPs. Antimicrobial and anticancer study 

compiled the mobility of DMT-AgNPs into cells decid-

ing their fate in a bioprocess and risk aspects for their 

applications. Conclusively, the results demonstrated that 

DMT-AgNPs can be used for the next generation biomedi-

cal applications.

Supplementary Information The online version contains supplemen-

tary material available at https:// doi. org/ 10. 1007/ s12668- 023- 01239-2.
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Data Availability The capability of thiols to form disulfides—perhaps 

the most important bridging structure in nature—with cysteine subunits 

of endogenous proteins render them unique among functional groups 

that are utilized in nanotechnology.

i) By the formation of disulfide bonds thiolated NPs can be tightly 

bound to biological surfaces that exhibit cysteine-rich substructures 

such as the mucus gel layer, keratinized tissues and cell membranes.

ii) Similar to proteins that can alter their surface properties due to 

the reduction of disulfide bonds triggering conformational changes, 

thiolated NPs can alter their surface properties under reducing condi-

tions. NPs that are PEG-coated via a disulfide linkage, for instance, 

Fig. 10  Cytomorphological changes of MCF-7 cell line treated with colloidal AgNPs and DMT-AgNPs

Fig. 11  Cell viability (%) of synthesized AgNPs and dimercapto-tria-

zole-functionalized AgNPs against MCF-7 cell line
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alter their surface under reducing conditions due to the release of this 

hydrophilic coating.
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A B S T R A C T   

Recent research reports that the increasing number of new bacterial infections are resistant to current antibiotics 
and have become a significant issue for public health. Silver nanoparticles (AgNPs) as bactericides, fungicides, 
and anti-cancer agents are notably promising, as evidenced by the recent investigation of scientific communi-
cations worldwide. Though biocompatible and non-toxic, they are unstable at higher ionic strengths, and even 
ambient light may cause nano-silver to aggregate. The aggregation can be overcome by surface functionalization. 
Thus, the current report is an attempt for biologically active dimercapto-triazole (DMT), which has both free 
thiol (R-SH) and amine(R-NH2) groups were successfully used for the functionalization of AgNPs. Character-
ization techniques like UV/Vis-spectroscopy, zeta-potential, XRD, SEM, TEM, and FT-IR data confirmed the 
functionalization of AgNPs with the thiol (R-SH) group. The functionalized AgNPs have an average spherical 
particle size of 50–51 nm and a broad spectrum of activity for Gram-negative and Gram-positive bacteria and 
anti-cancer activity against MCF-7 cell lines with an IC50 value of −18.681 % v/v. Molecular docking studies 
reviewing the best-fitting conformation of DMT-capped AgNPs with the highest binding energy for target pro-
teins of cancer and bacteria reveal its biocompatibility.   

Introduction 

Recent research reviews that there is fast growth in nanotechnology, 
especially in nanomedicine, with the development of novel nano-
composite materials at the atomic/molecular level into a new range of 
products for advanced applications in the biomedical field [1,2]. 
Nanosized composite materials of free metals design nanomedicines 
with the implementation of modern technology, which has visualized 
the next door for the ongoing development of new theranostic systems 
[3–7]. Nanocomposites of this system have unique physical and chem-
ical properties that play a tremendous role in overcoming many of the 
problems compared to conventional methods faced in sensing, diag-
nosing, treating, and detecting diseases [8]. AgNPs possess higher levels 
of therapeutic activity with lower toxicity and have tremendous appli-
cations in photography [9], catalysis [10], biosensors [11], biomole-
cular detection [12], diagnostics [13], and particularly anti-microbial 
studies [14–16]. Thus, it is extensively used for developing therapeutic 

methodologies like treating multidrug-resistant microorganisms, drug 
delivery systems, coating medical equipment, food packaging materials, 
wound dressing bandages, and various wound healing gels to prevent 
infections due to their anti-microbial properties [17–21]. 

Literature reviews report that many researchers have experimented 
with various methods and have successfully synthesized AgNPs [22–27]. 
The chemical reduction method is the most preferred for synthesizing 
AgNPs as colloidal dispersion in solvents. In addition, the chemical 
reduction of silver salt in solution offers enhanced yield, a more 
straightforward reaction, and lower costs [28]. Reducing agents like 
ascorbic acid [29], hydrazine [30], ammonium formate [31], dimethyl 
formamide [32], sodium borohydride, and sodium citrate [33] are used 
to obtain different shapes of AgNPs. Sodium borohydride reduction 
usually results in mono-dispersed AgNPs, while citrate usually results 
from polydispersed AgNPs because of its slow reaction rate [34,35]. 
AgNPs synthesized by the chemical reduction method are preferred in 
the presence of stabilizers in order to prevent unwanted agglomeration 

* Corresponding author. 
E-mail address: arun.lagashetty@vskub.ac.in (A. Lagashetty).  

Contents lists available at ScienceDirect 

Results in Chemistry 
journal homepage: www.sciencedirect.com/journal/results-in-chemistry 

https://doi.org/10.1016/j.rechem.2024.101351 
Received 27 December 2023; Accepted 29 January 2024   

mailto:arun.lagashetty@vskub.ac.in
www.sciencedirect.com/science/journal/22117156
https://www.sciencedirect.com/journal/results-in-chemistry
https://doi.org/10.1016/j.rechem.2024.101351
https://doi.org/10.1016/j.rechem.2024.101351
https://doi.org/10.1016/j.rechem.2024.101351
http://crossmark.crossref.org/dialog/?doi=10.1016/j.rechem.2024.101351&domain=pdf
http://creativecommons.org/licenses/by/4.0/


Results in Chemistry 7 (2024) 101351

2

of the colloidal particles in the medium. In continuation, it reduces the 
size by surface modification using specific appropriate ligands for varied 
special applications [36]. Ligands in the modification can act like 
capping agents, which form a protective shell around AgNPs, and the 
protective shell stops the nanoparticles from further aggregation and 
increases their lifespan, which makes them more biocompatible. 

Ligands substituted with functional groups are readily conjugated to 
the noble metal nanoparticles through non-covalent and covalent in-
teractions that have been successfully reported [36]. Functionalisation 
of AgNPs with ligands can be brought through physisorption, chemi-
sorption, electrostatic adsorption, and affinity-based methods [37]. The 
critical feature of AgNPs fictionalization is their surface, which is 
imperfect, resulting in defective sites corresponding to the vertices or 
edges and one non-defective site for the binding of ligands [38,39]. 
Defective and non-defective sites have different electron densities and 
steric behaviour, exhibiting different reactive natures with different 
functional groups [38]. Thus, the functionalisation of nanoparticles al-
lows the material properties to promote their specified and simplified 
applications [40–42]. In modern drug design, molecular docking studies 
predict the possible structures of intermolecular complexes formed be-
tween two or more molecules. It also exhibits the best-fitting orientation 
of protein- ligand-nanoparticles that bind to a particular protein of in-
terest to act as a drug receptor—the molecular docking design exercise 
to synthesize AgNPs intermolecular complexation. FunctionalisedAgNPs 
and their molecular docking study make a tremendous breakthrough in 

nanomedicine to develop suitable formulations. 
Nevertheless, introducing an appropriate functionality to the surface 

of AgNPs and a more profound investigation of nanomaterial structures 
are critical aspects of the present study to improve its therapeutic ap-
plications. 4-amino, 3, 5-mercapto, 1, 2, 4 triazoles (DMT) ligand has 
functionalized the synthesized AgNPs. Characterization and evaluation 
of anti-microbial and antitumor activity against MCF-7 cell lines is 
attempted to highlight its in-vivo efficacy. Later, the biological reports 
are compiled with the computational results obtained by molecular 
docking study. The binding mode interactions of proteins with func-
tionalized AgNPs are expected to confirm the functionalization of AgNPs 
as engineered materials to assess the biological fate. 

Experimental 

Materials and methods 

All chemicals used were of AR grade purchased from Sigma-Aldrich 
Ltd and are used without further purification. The bacterial strains were 
procured from the Institute of Microbial Technology (IMT) in Chandi-
garh, India. The MCF-7 cell lines were obtained from the National Centre 
for Cell Science, Pune, India. RPMI-1640 culture medium and fetal calf 
serum (FCS) were purchased from HI Media Chemicals. The glassware 
used was cleaned with aquaregia and rinsed with double distilled water. 
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Scheme 1. Functionalization of AgNPs by 4-amino, 3,5-dimercapto-1,2,4 triazole.  
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Fig. 1. The possible structures of AgNPs taken for InsilicoiGem Docking studies.  

V. Veena et al.                                                                                                                                                                                                                                   



Results in Chemistry 7 (2024) 101351

3

Synthesis of AgNPs 

AgNPs were synthesized by reducing silver salt (AgNO3) with a sig-
nificant excess of ice-cold sodium borohydride as a reducing agent and 
stabilizer. [43,44]. The synthetic procedure was that 30 mL of 0.002 M 
sodium borohydride (NaBH4) was added to a flask in an ice bath and 
incubated in a dark place. The flask’s content was stirred thoroughly on 
a magnetic stirrer for about 20 min. An ice bath was used to slow down 
the reaction for better particle size control. 2 mL of 0.001 M AgNO3 was 
dripped into the NaBH4 solution at one drop per second with continuous 
stirring until complete AgNO3was reduced and clustered to form AgNPs 
as a transparent yellow-coloured solution in the aqueous medium. 

Synthesis of functionalisedAgNPs (DMT- AgNPs) 

The functionalizing ligand 4-Amino-3, 5-dimercapto-1, 2, 4-triazole 
(DMT) was initially prepared by referring reported procedure [45]. 
Further, 30 mL 0.001 M DMT solution was dripped into ice-cold AgNP 
sol at approximately one drop per second using a syringe with contin-
uous stirring. The above-prepared solution was kept in the dark for 18 h 
with continuous stirring for complete stabilization. The colour of the 
reaction solution turns dark yellow from pale yellow, indicating the 
formation of DMT-AgNPs, as shown in Scheme 1. 

Antimicrobial assays 

The disc diffusion method was used to evaluate the antimicrobial 
susceptibility of newly synthesized DMT-AgNPs [46]. Muller Hinton 
(MH) agar media for antibacterial activity was prepared, sterilized, and 
transferred to clean and dried petri plates. These plates containing 
media were solidified and incubated overnight to confirm that the petri 
plates were contamination-free. Later, petri plates were first inoculated 

with test organisms, followed by a loaded disc. Zones of inhibition were 
measured after 24 hrs of incubation at 37 ◦C. The comparative stability 
of discs containing standard drugs like gentamicin and nystatin was 
analyzed simultaneously to evaluate their antibacterial susceptibility. 
All the experiments were exercised in triplicate for final confirmation, 
and results are recorded as mean ± standard deviation. 

In-vitro study of DMT-AgNPs 

As reported in the literature, the cytotoxicity study of synthesized 
DMT-AgNPs was tested on MCF-7 cell lines by the reduction assay of 
tetrazolium salt [47]. The cells were cultured and then harvested, so 
200 μL of each suspension contained approximately 15,000 cells. The 
cells were treated with 200 μL of increasing concentrations of the pre-
pared DMT-AgNPs sample (0.1, 0.5, 1.0, 5.0, 10, 20 %v/v) from stock sol 
and incubated at 37 ◦C in 5 % CO2 atmosphere for 24 h and 48 h. Later, 
200 μL of 10 % MTT reagent was added to each well to get a final 
concentration of 0.5 mg/mL, and the plates were incubated at 37 ◦C in a 
5 % CO2 atmosphere for 24 h and 48 h. The resulting blue-coloured 
product was dissolved in 100 μL dimethyl sulfoxide (DMSO) solvent, 
and the absorption was measured at 570 nm wavelength. The absor-
bance of untreated cells was used as a control (100 % viable). Cis-platin 
was the standard anti-cancer drug for MCF-7 cell lines with an IC50 value 
of 25 µg/mL. Each experiment was performed in triplicate for final 
confirmation of the results. The percentage growth inhibition was 
calculated after subtracting the background and the blank. The con-
centration of the test drug needed to inhibit cell growth by 50 % (IC50) 
was generated from the dose–response curve for the cell line. 

Molecular docking 

The structure-based molecular docking study for the prepared 

Fig. 2. A) colour for i) dmt, ii) agnps, and iii) dmt- agnps, b) uv–Vis spectra of DMT- AgNPs and DMT-AgNPs.  
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sample used iGEMDOCKV2.1 software [48] to study the protein–ligand 
interaction for all docking simulations. A set of few possible structures of 
DMT- AgNPs (shown in Fig. 1) were subjected to docking with bacteria 
β-lactamase toho-1 Escherichia coli- 1iYS, S.Aureus ligase (PDB ID: 1JIJ), 
cancer FHA2 domain of RAD53 (PDB ID: 1K2N),Caspase-3 V266F (PDB 
ID: 5IAE) from the Protein Data Bank (RCSB) to study their antibacterial 
and anti-cancer activity. Canonical smiles were submitted to Corina’s 
online 3D conversion server (https://www.mn-am.com/online_demos/ 
corina_demo) to convert 2D structures into 3D structures. Further, the 
3D structure of the sample was optimized for docking conformation 
study. The whole structure of the receptors was used for our molecular 
docking studies for the ligand S1 and DMT-AgNPs S1 (a–d). Further, the 
detailed interaction between the best functional group and its position 
with the target proteins was analyzed in the 3D visualization software 
PyMol [49]. 

Characterization 

As syntheses, AgNPs and DMT-AgNPs were well characterized by 
various characterization tools. Perkin Elmer, Lambda 35, Germany: A 
UV–visible spectrometer tool was used to determine the absorbance. The 
mean particle size and Zeta potential (ξ) of the colloidal sol were 
investigated by dynamic light scattering (DLS) technique using a Zeta 
size analyzer (Nano ZS 90, Malvern Instruments Ltd., UK). Structural 
confirmation of the prepared samples was done by being subjected to X- 
ray diffraction pattern analysis on a powder diffractometer (Rigaku 
theta-theta type) operated at 40 KV voltage, 30 mA current, 20 to 80 (2θ) 
range. To determine the size and morphology, surface microphoto-
graphs were obtained using transmission electron microscope TEM 
(Philips model CM 200 instrument operated at an accelerating voltage at 
200 KV) and scanning electron microscope SEM (Carl Zeiss Microscopy, 
EVO 10, Germany). Fourier transform infrared (FT-IR) spectra were 
recorded on a Vertex 70 spectrometer with KBr pellets (Bruker Corpo-
ration, Billerica, MA, USA). The cytotoxicity (MTT) assays were per-
formed in a 96-well plate, and absorbance was measured on a microplate 
reader (Multiscan, Thermo Scientific). 

Results and discussion 

UV-Vis Study 

The reduction of Ag salt solution to AgNPs and DMT-AgNPs was 
monitored by periodical sampling of aliquots of the reaction as a func-
tion of time and recording the UV–visible spectrum in the range 
200–600 nm operated at a resolution of 1 nm. Double distilled water was 
used as a blank solution. A colour comparison of reaction products 

Fig. 3. Zeta Particle Size, phase distribution, and mobility images of a) AgNPs and b) DMT-AgNPs.  

Table 1 
Mean particle size diameter and zeta potential results of AgNPs and DMT-AgNPs.  

Sl. 
No 

Parameters Samples 
AgNPs DMT-AgNPs 

1. Z-average (nm) 20–21 50–54 
2. Zeta potential (mV) −24.8 −27.2 
3. Zeta quality Phase and 

distribution data are 
good 

Phase and distribution 
data meets the quality 
criteria 

4. Electrophoretic 
mobility (μmcm/Vs) 

−1.920 −2.201 

5. Mobility deviation 
(μmcm/Vs) 

0.8890 0.4833 

6. Conductivity mS/cm 0.0910 0.191  
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concerning the standard solution and UV–vis spectrum of the samples is 
shown in Fig. 2. The optical absorption spectra of metal nanoparticles 
are dominated by surface plasmon resonance at 420 nm for AgNPs, i.e., 
the energy of absorption depends on the degree of plasmon resonance, 
which may shift either side of this value depending on the ratio of silver 
ions and zero-valent silver [50]. Fig. 2(a) shows that the pale yellow 
solution, due to the reduction of Ag+ to Ag0 and the absorption peak at 

420 nm in UV–Vis spectra for AgNPs, shifted to a longer wavelength (red 
shift) of 440 nm, which may be due to the increase in the particle size of 
DMT-AgNPs (Fig. 2b). There was no further aggregation, and the peak 
position was stable after 18 h. The silver colloidal particles initially 
possess a negative charge due to the adsorbed BH4- ions, which dissolve 
slowly and later form -SH capping [35]. It is well understood that the 
position and shape of metal nanoparticles’ plasmon absorption strongly 

Fig. 4. XRD patterns of a)AgNPs and b) DMT-AgNPs.  

Fig. 5. SEM images of a) AgNPs, b) DMT-AgNPs.  

Fig. 6. TEM images of a) AgNPs and b) DMT-AgNPs c) SAD pattern of AgNPs d) SAD pattern of DMT-AgNPs.  
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depend on their size, dielectric constant, and surface adsorption, further 
confirmed by Zeta size and potential studies, as discussed in the 
following section. 

Particle size and zeta potential (ξ) analysis 

Zeta potential and the mean particle size distribution govern the 
characteristics of synthesized metal nanoparticles, such as saturation 
solubility, dissolution velocity, physical stability, and biological per-
formances [51]. Particle size and Zeta potential of the achieved colloidal 
AgNPs and DMT-AgNPs were measured directly using dynamic light 
scattering spectroscopy (DLS). Observed DLS figures are shown in Fig. 3, 
and their data is tabulated in Table1. The z-average (average particle 
size) was 20–21 nm for AgNPs and 50–51 nm for DMT-AgNPs samples, 
respectively. Zeta potential (ξ) /surface potential values measured were 
found to be −24.8 mV for AgNPs (Fig. 3a) and −27.1 mV for DMT- 
AgNPs (Fig. 3b), with a peak area of 100 % intensity[52]. The high 
negative value of zeta potential and mobility values, as seen in Table 1, 
is supported by long-term stability, good colloidal nature, and high 
dispersity of the synthesized samples. 

XRD analysis 

The indexed XRD pattern of synthesized AgNPs and DMT-AgNPs 
samples is shown in Fig. 4. Both patterns show similar features with 
diffracting angles (2θ) at 38.012◦, 45.17◦, 62.489◦ and 77.34◦. The 
indexing the reflections are (111), (200), (220), and (311) planes 
correspond to FCC of AgNPs in comparison with standard JCPDS 
87–0720 data, which confirms the formation of monophasic AgNPs and 

Fig. 7. FT-IR Spectrum of a) 4-amino-3,5-dimercapto-1,2,4- triazole(DMT) b) DMT- AgNPs.  

Table 2 
Antibacterial and antifungal activity of DMT- AgNPs sample.  

Sl. 
No 

Test Human 
Pathogens 

AgNPs 
500 µg/ 
disc 

DMT- 
AgNPs 
500 µg/ 
disc 

Gentamicin 
10 µg/disc 

Nystatin 
100 µg/ 
disc 

1. C. Albicans 15 ±
0.51 

22.0 ±
0.61 

ND 22 ± 0.64 

2. E. Coli 14 ±
0.69 

18.6 ±
0.36 

28 ± 0.46 ND 

3. S. Aureus 13 ±
0.25 

24.0 ±
0.65 

33 ± 0.68 ND 

4. B. subtilis 27 ±
0.59 

28 ±
0.61 

31 ± 0.24 ND 

5. M.Staphylococcus 
aureus 

00 11 ±
0.51 

32 ± 0.46 ND 

6. L. Monocytogenes 00 09 ±
0.77 

31 ± 0.64 ND 

7. S. Typhi 06 ±
0.24 

10 ±
0.85 

30 ± 0.28 ND  

Fig. 8. ZOI Images of AgNPs and DMT-AgNPs forest human pathogens using Gentamicin and Nystatin as standards.  
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DMT-AgNPs [53–55]. Unit cell parameters were identified by the XRD 
data’s most minor square refinement. The obtained Bragg’s reflections 
also indicate that both samples show crystalline nature. The lattices 
were identified by comparing the values for interlunar spacing and 
relative intensities with the reported standard values of silver metal. The 
particle size of the AgNPs sample was calculated using Debye-Scherer’s 
equation and is recorded as 20–21 nm and 50–51 nm for the DMT-AgNPs 
sample, consistent with the Zeta size values. 

SEM study 

The morphological study and size details of the as-synthesized 
samples were studied using a scanning electron microscope tool. Ob-
tained SEM images of both AgNPs’ and DMT-AgNPs’ samples are shown 
in Fig. 5(a-b). Spherical-shaped AgNPs with uneven distribution of 
particles are observed in the AgNP images. Fine particle agglomeration 
retards the high surface area of the sample. A close, compact arrange-
ment of the particles can be viewed in the image. The morphology of the 
DMT-AgNPs differs from AgNPs morphology and is almost uniform and 
mono-dispersed without any aggregation (Fig. 5b). It also notices the 
crystalline nature of fine particles with a free-procured particle 
arrangement. The separation between the nanoparticles indicates the 
functionalization of nanoparticles by DMT, which has been used as a 
functionalizing agent and may vary the morphology of the samples. 

TEM study 

The functionalization of DMT to AgNPs for enhanced properties can 
be evidenced from the TEM studies which provide the exact size and 
shape changes of AgNPs and capped AgNPs with DMT. The TEM image 
recorded for the AgNPs and DMT-AgNPs are shown in Fig. 6(a-b) and 
SAED images in Fig. 6(c-d) respectively. Microphotographs show 
spherical particles of 20–21 nm (Fig. 6a) and 50–51 nm (Fig. 6b) for 
AgNPs and DMT-AgNPs without aggregation. The large variation in the 
size of AgNPs and DMT-AgNPs i.e., a difference of 30 nm is due to the 
DMT which binds to AgNPs and brings the surface functionalization of 
nanoparticles. Both DMT-AgNPs and AgNPs are highly crystalline in 
nature as shown in the SAED pattern of the samples (Fig. 6c and 6d). 

Fourier transform infrared spectroscopy analysis 

FT-IR spectroscopy study is undertaken to know the chemical 
composition of the surface of the AgNPs and its functionalization with t 

DMT which has both free amine and thiol functional groups. The FT-IR 
spectrum of AgNPs and DMT-AgNPs are shown in Fig. 7(a-b) respec-
tively. The purified freeze-dried powders of AgNPs were subjected to FT- 
IR scanning to confirm the capping of DMT to AgNPs. The broadband 
appearing at 3051.34 cm−1 is due to C-H stretching vibration, the small 
stretching band at at3276.29 corresponds to the NH2 group, peak with 
bending vibration at 2360.28 cm−1 represents the S-H (thiol) group. In 
continuation, a sharp stretching at 1596.63 cm-1 maybe due to the 
presence of the C = N bond and a sharp stretch at 1287.20 cm-1 can be 
assigned to the C-N bond. A small stretching at 1010.54 cm−1 is assigned 
for the N-N bond and a broad bending vibration at 1655.63 cm−1 may be 
due to the N-H group of the DMT ligand. The FT-IR spectrum of DMT- 
AgNPs shows the stretching and bending vibration of groups almost 
similar to ligands except for the peak at the 1200–1300 cm-1range which 
indicates the S-H (thiol) group is involved in the functionalization of 
DMT-AgNPs. Thus the disappearance of the bending vibrations of the S- 
H (thiol) group and the decrease in intensity of the other bands are 
attributed to functionalized AgNPs. 

Antimicrobial assays with minimum inhibitory concentration 

An antimicrobial behavior study was performed to see the growth 
inhibitory effect of synthesized AgNPs and DMT-AgNPs samples using 
the standard method. The obtained results are tabulated in Table 2 and 
the observed ZOI of the samples is shown in Fig. 8. The clear observation 
of the obtained results reveals that the sample DMT-AgNPs have higher 
antimicrobial activity compared to AgNPs. It may be due to their higher 
solubility (capping of polar groups) and higher diffusion potential of 
DMT-AgNPs. The functionalized sample might get attached to the sur-
face of the cell membrane and disturb its power function such as 
permeability and respiration, thus inhibiting the growth of microbes. 
The representation of these results is shown in Fig. 9. 

In vitro cytotoxicity test study of DMT-AgNPs 

In-vitro cytotoxicity testing procedures reduce the use of animals and 
enforce to use of cultured tissues and cells [56,57] in the laboratory for a 
safe environment. The reduction of tetrazolium salts is widely accepted 
as a reliable way to examine cell proliferation [58]. The cytotoxicity 
assay measures the cell proliferation rate and metabolic events that 
cause apoptosis or necrosis. The cytomorphological changes for MCF-7 
cell lines are shown in Fig. 10. After 24 h of treatment, their IC50 
values with statistical studies are shown in Fig. 11a, and their graphical 

Fig. 9. Graphical representation of antibacterial assay.  
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Fig. 10. Cytomorphological changes of MCF-7 cell line treated with colloidal AgNPs and DMT-AgNPs.  
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representation in Fig. 11b. Comparative observations from Fig. 10 and 
Fig. 11 indicate that the synthesized DMT-AgNPs show good results 
compared to plane AgNPs and chemotherapeutic drug Cis-platin against 
MCF-7cell lines. The anticancer effect of AgNPs and DMT-AgNPs might 
be due to nano size, surface area, and surface functionalization factors 
which control bio-kinetics leading to a reduction in cell viability. The 
reacting mode of DMT-AgNPs may be described as Nano samples first 
making a breakthrough in the permeability of the outer membrane, 
resulting in the leakage of cellular materials that cause cell decompo-
sition and death eventually. Further, the DMT-AgNPs sample may enter 
the inner cell membrane and inactivate or disruption of the mitochon-
drial respiratory chain leading to the release of Reactive Oxygen Species 
(ROS). This disturbs (ATP) proteins, and phosphate lipids synthesis, 
which in turn leads to DNA damage. It is inhibiting respiration and 
growth of cells [59]. Therefore DMT-AgNPs result in an increased cell 
proliferation rate compared to plane AgNPs. 

Molecular docking study 

Analyzing the results obtained from in to vitro studies, it was thought 
worth performing molecular docking studies for the respective synthe-
sized samples. The DMT ligand which has free thiol (-SH) and amine 
(–NH2) groups may get attached to the AgNPs sample to bring the sur-
face functionalization making them more bio-active. Hence, it was 
necessary to study the possible conformations, and binding energies and 
to inculcate both in-silico and in-vitro results. All four possible 

conformations or target sites where AgNPs get attached to DMT ligand 
moiety and the standard drug (DMT) having 2D structure were con-
verted to energy-minimized 3D structures. Finally, iGEMDOCK ranked 
for DMT- AgNPs were visualized in Fig. 12 with the binding pose by 
combining the pharmacological interactions and binding energy-based 
score function. The binding energies and residues involved in H- 
bonding are tabulated in Table 3. 

In-silico studies revealed that the synthesized AgNPs and DMT-AgNPs 
showed good binding energy toward the targeted proteins as shown in 
Table 3. The S1b and S1c have a maximum binding energy for target 
proteins among all the designed possible conformations, which were 
taken for studies. S1b showed good antibacterial properties for 1iYS and 
1JIJtarget protein i, e-64.6292, and −65.7112. 

The S1c possible conformations have a binding energy of −69.5458 
for 5IAE and the S1b design possible conformations have a binding 
energy of −69.3362 for 1K2N cancer proteins when compared to stan-
dard drugs. It is the thiol group of DMT-AgNPs that alkylate the DNA 
resulting in obstruction of DNA replication and RNA translation or DNA 
-DNA cross-linking i.e. Guanine-Adenine or Guanine intrastrand and 
DNA- protein cross-links. Such crosslink proceeds through the SN2 re-
action mechanism leading to the disruption of DNA and RNA strands. 
These types of damages cannot be repaired by our body’s cellular ma-
chinery and hence cells might undergo apoptosis mostly via the p53 
pathway [60] acting as a good anticancer agent. 

Fig. 11a. Statistical representation of In vitro cytotoxicity test study.  

Fig. 11b. Graphical representation of In vitro cytotoxicity test study of a sample.  
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Conclusion 

The present work reports an efficient chemical reduction method for 
the functionalization of AgNPs with DMT and is well characterized for 
its phase formation. Synthesized DMT-AgNPs have certain advantages 
like ease of applicability in large-scale production, economically 
feasible, eco-friendly, and higher solubility. Evaluation of biological 
study against MCF-7 cell lines explores the potential improvement in the 
biological activity of the DMT-AgNPs compared to AgNPs. A molecular 
docking study compiled the mobility of synthesized DMT-AgNPs sam-
ples into cells deciding their fate in a bioprocess and risk aspects for their 
application. Conclusively, the obtained results conclude that the DMT- 
AgNPs sample can be used for the next generation of biomedical 
applications. 

Fig. 12. The best and stable conformations of the synthesized DMT as standard drug molecule and DMT-AgNPs.  

Table 3 
Docking results of AgNPs and DMT-AgNPs.  

Sl. 
No 

Compound β-lactamase 
toho-1 
Escherichia 
coli- 1iYS 

S.Aureus 
ligase-1JIJ 

Caspase-3 
V266F – 

5IAE 

FHA2 
domain of 
RAD53- 
1K2N 

1. S1 −61.5473 −62.1064 −63.1473 −60.2055 
2. S1a −62.0388 −62.3817 −65.9447 −58.7761 
3. S1b ¡64.6292 ¡65.7112 −67.1481 ¡69.3362 
4. S1c −62.1103 −61.9892 ¡69.5458 −61.1364 
5. S1d −60.8836 −49.0176 −46.0144 −39.6049 
6. Cpn 

(cisplatin) 
– – −27.6801 −27.716 

7. Gmn 
(Gentamicin) 

−98.2932 −91.5345 – –  
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A B S T R A C T   

The effect of supplementary cementitious materials (SCMs) such as fly ash (FA), GGBS and silica fume (SF) on the 
geotechnical index and engineering properties of expansive clays (EC) are studied in this research work. This 
manuscript aims to determine the workability (consistency limits (CL)), swellability (free swell index (FSI)), 
compaction properties, strength characteristics (UCS) and hydraulic conductivity (HC) of varied eighteen mix 
proportions of FA-EC (P-series), FA-GGBS-EC (Q-series) and FA-GGBS-SF-EC (R-series) are experimentally 
studied as a bottom liner in landfills. From the test results, CL and FSI significantly decreased in P, Q and R series, 
this is due to the effect of flocculation, a process that increases the average particle size of mix blends and also 
depletion of the double-diffusive layer thickness of EC by promoting the Ca2+ ions in the pore water from SCMs. 
The compaction parameters such as optimum moisture content decreased in all the series, due to the higher 
flocculation of mixes. However, maximum dry unit weight increased in Q and R and decreased in the P series. 
The UCS values increased with an increase in optimum SCMs quantities and with curing intervals tested at 0, 7, 
14 and 28 days. The higher UCS value is attained at 40 %FA with EC (i.e. P2), 60 %FA-GGBS with EC (i.e. Q3) 
and 60 %FA-GGBS-SF with EC (i.e. R3) in R-series which confirmed to be optimum due to the loss of cementation 
action/reduced cohesion in the matrix. In the case of HC, P2, Q3 and R3 mixes are confirmed to be optimum and 
fall under the criterion standards of landfill liner as per USEPA recommendation. Overall, this work proves to be 
a novelty and shows the feasibility of various collated SCMs blended with EC as landfill liner material, 
furthermore, these mixes are optimized to combine with EC to create a sustainable landfill liner that fits with the 
United Nations sustainable goals of 2030   

1. Introduction 

The earth’s outer layer consists of soil which is referred to as the 
“skin of the earth”, and mainly contributes to agriculture, but some soils 
are also great for use in construction and are still commonly employed 
today. In developing nations, the percentage of soil used in construction 
is bigger than in the West. There are several advantages of soil as a raw 

material in construction. At the same time, there is an obvious negative 
influence on construction (Payá et al., 2020). For instance, soil in landfill 
liners leads to percolation and passage of waste into the earth’s surface. 
To avoid seepage of leachate an engineered landfill liner is required. 
Apart from urbanization, industrialization, irrigation purposes and other 
cement-involved constructions raised cement production enormously 
(Huang et al., 2018). 
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Because the cement manufacturing industry accounts for a signifi-
cant portion of global CO2 emissions, researchers have made and are 
continuing to work to increase cement plants’ energy efficiency through 
improved production methods, the use of alternative fuels, and the 
application of cutting-edge carbon capture, utilization, and storage 
technologies (Zhu et al., 2022). To achieve the goal of carbon emission 
minimization through clinker replacement, the most significant and 
efficient approach is to add a significant amount of supplemental 
cementing materials (SCMs) to cement (Acordi et al., 2020; Benhelal 
et al., 2013; Silva et al., 2023). One of the more viable methods involves 
using industrial by-products such as cement kiln dust, red mud, waste 
wood ash, fly ash, and waste red mud as landfill liners (Al-Bakri et al., 
2022). 

The CO2 emissions in the cement industry, and by-products of the 
cement industry together are one issue and the other hand which is quite 
important and directly linked to the landfill process is “Solid waste”. The 
increasing global population needs have promoted the increasing 
amount of municipal waste. This waste must be treated according to 
national directives, the most suggested and common practices are a) 
recycle, b) burn, or c) deposit. The German Landfill Directive, which was 
passed in 2009 and the EU’s environmental and technical standards that 
must adhere to legal requirements, recommends the essential and 
practicable qualitative criteria for constructed barriers (Beck-Broichsit-
ter et al., 2019). 

To safeguard the immediate area around the waste deposit site, 
landfill liners have been developed. Liner systems are therefore crucial 
to safeguarding groundwater and preventing the diffuse emission of 
greenhouse gases (i.e., methane). In order to inhibit the environmental 
effects of landfill leachate, landfills are designed with leachate barriers 
to prevent leachate from contaminating the underlying soil and 
groundwater (Nath et al., 2023; Wan et al., 2023). The barrier for 
leachate in general referred to as a “landfill liner” which is an imper-
meable liner that works to prevent the leachate from escaping the 
landfill system. Natural materials (such as clay and boulder marl) are 
frequently used to build landfills’ top and bottom liners; however, they 
must adhere to technical standards (Emmanuel et al., 2020). Due to its 
affordability, effectiveness, convenient technology, and high capacity, 
engineered landfills have established themselves as the method of choice 
for disposing of municipal solid waste in various regions of the world 
(Chakradhar and Katoch, 2016; Feng et al., 2020). These landfills are in 
general constructed using clays with reference to local legal standards 
(Widomski et al., 2015). 

Expansive clays, bentonite–sand mixes, laterite soils, etc. were 
blended with industrial by-products like fly ash (FA) (Mir and Sridharan, 
2017), which also improved the engineering characteristics of the soils 
(Devarangadi and Shankar, 2021). The widespread application of these 
industrial by-products as lining materials produced excellent results. 
These industrial by-products have the ability to enhance the undesired 
geotechnical qualities of soils like expansive clays, dispersive clays, and 
soft marine clays, among others, by reducing their swelling-shrinkage 
parameters and enhancing the soil’s strength, dry weight, and 
compressibility. The main disadvantage, however, is the spread of clays, 
which seriously harms pavement structures and is a big problem all over 
the world (Soltani et al., 2022; Widomski et al., 2015). High-plasticity 
characteristics were observed in these challenging soil exhibits. They 
can expand as a result of changes in seasonal and ambient moisture 
levels and absorb a lot of water. Silt, clay stones, residual soils, and 
sedimentary soils with smectite clay minerals and mica groups (such as 
montmorillonite, illite, and vermiculite) are expansive in character 
(Abbey et al., 2020). Especially expansive soils are well recognized for 
their behaviour in terms of volume change due to changes in water 
content (Koukouzas et al., 2022). Clay-like minerals, such as montmo-
rillonite, are found in expansive soils; these minerals’ volumes change 
during wetting and drying. Structure, sidewalks, roadways, basement 
floors, pipes and even foundations could experience excessive strain 
from this volume change to be damaged. Clayey soils having a 

significant specific surface area and strong cation exchange capacity are 
referred to as expansive soils. The difficulty for civil engineers is felt all 
across the world because expansive soils are present everywhere. 
Expansive soils may provide a natural hazard and cause significant 
structural damage if improperly managed (Devkota et al., 2022). 

Desiccating these soils during the dry season causes shrinkage cracks, 
which make it easier for water to penetrate the soil and aggravate 
swelling. Soils undergo considerable volume changes due to this cycle of 
swelling and contracting, and finally lose their capacity to sustain 
weight. Additionally, unneeded stresses brought on by expansive soils’ 

shrink-swell characteristics cause structural damage through heaving 
and differential settling. Due to the high-plasticity expansive soils that 
cover 20 % of the land surface in the United States (US), the issue is 
particularly severe there. The estimated annual damage from expansive 
soils in the US is estimated to be billions of dollars, outpacing the total 
damage from earthquakes, floods, hurricanes, and tornadoes. Urbani-
zation has made land scarcely accessible, therefore, when choosing 
construction locations, it is frequently vital to take expansive soils into 
account. Chemical stabilization of these soils is a practical method for 
ensuring construction safety and achieving significant financial savings 
by lowering the expense of repair and rehabilitation (Ijaz et al., 2022). 
Cement and lime are the stabilising agents that are most frequently used 
to treat expansive soils. Numerous analyses of the stabilisation of 
expansive soils by cement and lime have been carried out over time by 
different scholars. However, the brittleness of soils that have been 
treated with cement and lime is often undesirable in situations where 
there are dynamic stresses, such as traffic loads on paving systems. 
(Mahedi et al., 2020). 

Therefore, an innovative blend of collated FA, GGBS and Silica fume 
with EC could be the next-generation solution for geotechnical index 
issues raised in the construction sector and waste management sector. 
Looking at FA, GGBS, and Silica fume in this context, FA is originally 
formed from the coal’s mineral matter into a fine powder, which consists 
of non-combustible materials in coal and a negligible amount of carbon 
that is left over after incomplete combustion. FA typically has a light 
brown colour and is primarily made up of glassy spheres the size of silt 
and clay. With respect to coal mix and plant operating conditions, FA 
properties vary greatly. Every year, almost 50 million tons of FA are 
recycled and reused in the US. FA is referred to as either cementations 
(Wei et al., 2018) or pozzolanic (Singh et al., 2021; Thomas et al., 2017). 
The specific characteristics of the FA, particularly in terms of cementa-
tions and pozzolanic, were described by Ghassemi and co-workers. A 
cementation material hardens when mixed with water. Pozzolanic ma-
terials will also harden when exposed to water, but only after being 
activated by an alkaline agent like lime. Some FAs help replace cement 
in concrete and numerous other construction needs because of these 
cementations and pozzolanic qualities. Fly ash is utilized in the pro-
duction of concrete and cement, as well as in the production of road 
base, oil stabiliser, clean fill, filler for asphalt, and mineral filler 
(Ghassemi et al., 2004). 

Gypsum, calcium hydrate, and limestone are among the active 
minerals that are present in GGBS abundantly, which is a by-product of 
the blast furnaces used to produce iron (Ghosh et al., 2023). Blast fur-
naces are fed with mixtures of iron ore, coke, and limestone and run at a 
temperature of roughly 1500 ◦C. When iron ore, coke and limestone melt 
in the blast furnace, molten iron and molten slag are two products 
created. Molten slag is lighter than molten iron and floats on top of it. 
The silicates and alumina make up the majority of the molten slag 
(Siddique, 2008). Slag is granulated by a process that involves cooling 
molten slag with high-pressure water jets. This causes the slag to rapidly 
cool, forming granular particles that are typically smaller than 5 mm. 
The granulated slag is then subjected to additional processing, including 
drying and grinding into a very fine powder known as “GGBS” in a 
rotating ball mill (Liu et al., 2023; Siddique and Bennacer, 2012). 

Silica fume (SF) also known as micro-silica, is an amorphous (non- 
crystalline) polymorph of silicon dioxide. It is a by-product of the 
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reduction of high-purity quartz in electric arc furnaces using carbonate 
materials (such as coal, coke, and wood chips), and it has a particle size 
range of 0.1 m to 1 m. It is produced in the production of silicone and 
ferrosilicon alloys (Sumitha and Abraham, 2016). In the manufacturing 
of other silicon alloys such as ferrochrome, ferromanganese, ferro-
magnesium, and calcium silicon, it is also created as a byproduct. It is 
regarded as a high-performance, exceptionally reactive pozzolanic 
mineral additive because of its high silica concentration and extraordi-
nary fineness. By altering the performance of the surface soil linings, 
Hussain, Al-Ameen, and Janna researched the permeability of silica 
fume and concluded that landfill liners are greatly enhanced with the 
inclusion of silica fume. The proportion of silica fume in the lining needs 
to be taken into account when designing the lining system because it will 
improve permeability (Hussain et al., 2021). Because GGBS, silica fume, 
and fly ash are waste materials with binding properties, they have drawn 
researchers’ attention as potential candidates for inclusion in collated 
blends for lowering the environmental impact. On the contrary, mixing 
with EC makes for the most effective and sustainable landfill liner to 
solve the leachate problem. (Ahmad et al., 2022). Attempting to reduce 
waste and improve resources, energy, water, and human capital utili-
zation efficiency is an approach to cleaner production (Gupt et al., 
2023). 

Several researchers worked on SCMs and their engineering proper-
ties, in some works either on properties alone or other applications as 
well. Lashari et al (2023) worked on the effect of silica fume and fly ash 
as cementitious material, the use of SF and FA as binary cementitious 
material (BCM) in roller compacted concrete (RCC) based on the hard-
ened properties and embodied carbon of RCC. Singh et al (2020) 
investigated the effect of silica fume on the engineering properties of 
expansive soil, where this work is focused on the blend of FA, GGBS and 
SF on index and engineering properties of expansive clays and also 
investigated the suitability of landfill liner which is a sustainable 
approach to reach the SDG. Similar to the above work, other researchers 
worked on the mechanical, durability, and microstructure of concrete by 
incorporating Nano Silica (nS), carbon nanotubes, steel fibres and other 
sustainable pozzolanic materials (Golewski, 2023; Sumathi et al., 2023). 
Ahmad et al (2023) reviewed the durability and microstructure analysis 
of concrete made with volcanic ash (VA) and revealed that the durability 
of concrete improved considerably with the replacement of cement with 
VA due to pozzolanic activity and micro fillings and the typical optimum 
dose of VA ranges from 10 to 30 %. The dose optimization of FA is 
carried out by the authors in this work, which is a convincing approach 
concerning the above-cited research works. 

It is important to discuss the synergistic effect of coal FA, and SF with 
other pozzolanic materials and nanomaterials, and the effects of these 
wastes on different mechanical and physical parameters. Wang et al 
(2020) researched on synergistic effects of nS (nano-silica) and FA blend 
to find the properties of cement-based composites. Golewski (2023a) 
thoroughly worked and described that FA has great potential to be used 
as a partial replacement for OPC, especially due to its physicochemical 
properties, fine grain size and impressive pozzolanic activity. In his 
extended work, Golewski (2023b) investgated on collated fly ash, silica 
fume and nS with ordinary Portland cement to check the mechanical 
properties and brittleness of concrete. This study utilized 5 % of nS; 10 % 
of SF; 0, 15, and 25 % of FA as a blend and the compressive strength 
(fcm) and splitting tensile strength (fctm) and the brittleness of these 
materials were analyzed. 

While exploring the OPC, Golewski (2023c) studied the combined 
effect of siliceous FA, SF, and nS on the cement matrix morphology and 
size of microcracks and described that the addition of three FA, SF, and 
nS in combination (pozzolanic materials), modifies the microstructure of 
the cement matrix. The effect of the addition of FA on the control of 
water movement within the structure of the concrete was investigated 
(Golewski, 2023d), in another work, the early interfacial microstruc-
tures came from FA, SF and nS reacting with Ca(OH)2 was analyzed and 
also discussed reaction mechanism of three admixtures reacting with 

cement hydration products and their effects on improving the interfacial 
microstructures, which significantly improved the performances of 
cement based composites (Wang et al., 2020). A detailed investigation 
was conducted to analyse the mechanical and durability features of a 
mixture of binary cement concrete modified with nanomaterials. In the 
context of the concrete matrix, the substitution of fractional cement 
content was carried out using nS (Kashyap et al., 2023). Wang et al 
(2023) reviewed the fabrication and properties of concrete containing 
industrial waste as well as the development of several environmentally 
friendly concretes. In brief, all the above literature states that using 
cementitious materials such as SF, FA, GGBS, nS and VA and other by- 
products to replace the concrete and increase the durability, strength 
and other physical–mechanical properties which leads to the production 
of sustainable and cleaner materials. 

A useful byproduct of coal thermal power plants is fly ash (FA), GGBS 
and SF which are usually wasted and have been studied extensively with 
an optimization approach to blend with EC to produce a sustainable 
landfill liner. Waste management targets and their importance are 
described under one of the goals of the UN Sustainable Development 
Goals (SDGs) for 2030 (Pedersen, 2018). Growing populations and rising 
per capita consumption are the main causes for both environmental 
degradation and social unrest that have severely strained nations over 
the last two decades, therefore a sustainable and cleaner waste man-
agement approach is quite necessary for the leachate problem through a 
sustainable landfill liner (The-Sustainable-Development-Goals-Report- 
2023; UN-HABITAT, 2016; UN 2023 SDG Summit). By keeping in mind 
to reduce the burden on global CO2 emissions control and increase the 
feasibility of solid waste management the collated fly ash, GGBS and 
silica fume on index and engineering properties of expansive clays has 
been studied extensively. This work would reduce the research gap and 
support the ongoing research where Hazardous waste landfills, munic-
ipal solid waste landfills, inert waste landfills, nuclear waste landfills 
and other miscellaneous toxic waste landfills will benefit. 

2. Experimental (materials and methods) 

2.1. Raw material characterization 

The expansive clays (EC) used in this study were procured from a 
depth of 2 m in Ballari, India. The geotechnical properties of EC tested 
with ASTM standards are presented in Table 1. The EC consists of FSI 
and PI values of 120 % and 37 % respectively when tested with DIW, and 
it is designated as CH (inorganic clays of high plasticity) as per the USCS 
classification. The chemical and mineral composition of EC is depicted 
in Table 3. 

The geotechnical properties of supplementary cementitious mate-
rials (SCMs) such as fly ash (FA), GGBS and silica fume (SF) and their 
tested ASTM standards are depicted in Table 2 and chemical composi-
tions are displayed in Table 3. Fly ash was obtained from Bellary thermal 
power station, Karnataka, India which mainly comprises sand-silt mix-
tures and is non-plastic (NP). It is classified as class-F based on the sum 

Table 1 
Geotechnical properties of expansive clays (EC).  

Property Colour ASTM standard Expansive clay Blackish 
Specific gravity C188 2.68 
Liquid limit (LL, %) D4318-00 80 
Plastic limit (PL, %) D4318-00 43 
Plasticity index (PI, %) D4318-00 37 
Shrinkage limit (SL, %) D4943 14.8 
Sand (%) (4.75–0.075 mm) D422-63 2 
Silt (%) (0.075–0.002 mm) D422-63 28 
Clay (%) (<0.002 mm) D422-63 70 
Free swell index (FSI, %) D5890-02 120 
USCS classification D2487-06 CH 
Optimum moisture content (%) D698-07 30.29 
Maximum dry density (kN/m3) D698-07 13.73  
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of pozzolanic oxide content (∑P ˃ 70 %, as per ASTM 2005b (refer 
Table 3)). GGBS and SF were collected from chemical suppliers in 
Chennai, TN, India, which include fines and non-plastic. The value of 
∑P attained for GGBS and SF is 50.11 % and 97.70 % respectively. The 
SCMs resulted in non-swelling behaviour when permeated with DIW. 
Fig. 1 shows the raw materials’ morphological (SEM) images. Fig. 1(a) 
shows the asymmetrically curved edges of the particles and the flaky 
texture of montmorillonite present in EC. FA particles are seen as 
spherical in Fig. 1(b) and GGBS/SF appear to be clear edges and angular 
in shape Fig. 1(c) and (d). 

2.2. Test variables and quantities determined 

The experimental campaign was conducted with three extensive 
series P, Q, and R-series respectively. According to the dry weight basis 
of the raw materials used in this investigation, the mixes were deter-
mined, and these results are shown in Table 4. Initially, to understand 

the reference mix i.e. E100, it is determined for its geotechnical index 
and engineering properties. Further, in the P-series, FA was chosen as 
the first additive content which is varied from 0 % to 100 % by the dry 
weight with an interval of 20 % FA used in the mix blend. In the Q-series, 
FA and GGBS were equally proportionated and blended with expansive 
clay on a dry weight basis, the combined FA-GGBS used varied from 10 
% to 50 % in the mix blends. Later in the R-series, GGBS-SF is equally 
proportionated with FA and blended with EC in the range of 0 %, 20 %, 
40 %, 60 %, 80 % and 100 % by dry weight respectively, the combined 
GGBS-SF used is varied from 5 % to 25 % in the mix blends (refer to 
Table 4). Thus, a total of sixteen different combinations were chosen for 
this investigation, and the optimum was picked in each series as a 
landfill liner material. This is taken into consideration in accordance 
with the earlier literature, which states that industrial by-products are 
combined with different filler/binder contents before the best combi-
nation is chosen. 

Experimental investigations such as consistency limits (LL and PL), 
FSI, standard Proctor compaction, UCS and HC tests were carried out for 
all the sixteen mix proportions. In performing LL and PL tests, the 
samples are subjected to equilibration with DIW (i.e. for 24 h period). 
Later in FSI and standard Proctor compaction, the samples are prepared 
instantaneously and a homogeneous mix is arrived in before performing 
the tests. In the case of UCS tests, the dimensions of the samples were 
prepared with the standard length-to-breadth ratio of 2:1. Further, the 
samples were stored in airtight polythene bags and stored in desiccators 
at their respective curing periods to sustain 100 % humidity. The con-
sistency limits, FSI, compaction characteristics and UCS were tested in 
duplicate samples and the mean value was reported. Three trials of HC 
tests were performed for each specimen and the average HC of the three- 
test data was considered. On the whole, 16 LL and 16 PL tests, 16 FSI 
tests, 16 compaction tests, 16 HC tests and 64 UCS tests were performed 
in this research. 

2.3. Experimental tests conducted 

As mentioned in the above section the following tests as consistency 
limit Tests (LL and PL), free swell index tests (FSI), standard Proctor 
compaction characteristics, hydraulic conductivity tests (HC) and un-
confined compressive strength (UCS) were performed. The whole 
method of sample preparation and procedure are accessible in our 
earlier work (Devarangadi and Shankar, 2021), however, the flowchart 

Table 2 
Geotechnical properties of FA, GGBS and SF.  

Property ASTM 
standard 

Fly ash GGBS Silica 
fume 

Colour – Grey Whitish Whitish 
Specific gravity C188 2.20 2.86 2.19 
Liquid limit (%) D4318-00 Non- 

plastic 
Non- 
plastic 

Non- 
plastic 

Plastic limit (%) D4318-00 Non- 
plastic 

Non- 
plastic 

Non- 
plastic 

Plasticity index D4318-00 Non- 
plastic 

Non- 
plastic 

Non- 
plastic 

Shrinkage limit (%) D4943 – – – 

Sand (%) (4.75–0.075 
mm) 

D422-63 32 1 – 

Silt (%) (0.075–0.002 
mm) 

D422-63 68 99 – 

Clay (%) (<0.002 mm) D422-63 – – 100 
Free swell index D5890-02 Non- 

swelling 
Non- 
swelling 

Non- 
swelling 

USCS classification D2487-06 – – – 

Optimum moisture 
content (%) 

D698-07 24.1 25.1 40.47 

Maximum dry density 
(kN/m3) 

D698-07 13.05 16.44 11.77  

Table 3 
Chemical and mineral composition of expansive clay, fly ash, GGBS and silica fume.  

Oxide (%) Expansive clay Fly ash GGBS Silica fume 
Na2O 8.41 0.30 0.17 0.20 
MgO 1.66 1.40 6.92 0.50 
Al2O3 19.50 25.36 15.85 0.20 
SiO2 60.79 50.78 33.59 97.00 
P2O5 – – 0.02 – 

SO3 1.68 – 1.56 0.15 
K2O 1.80 0.21 0.39 0.50 
CaO 0.58 8.78 38.82 0.20 
TiO2 0.70 0.24 0.78 – 

MnO – – 1.00 – 

Cr2O3 – – – – 

Fe2O3 4.64 10.37 0.67 0.50 
Rb2O – – 0.001 – 

SrO – – 0.040 – 

Y2O3 – – 0.006 – 

ZrO2 – – 0.024 – 

BaO – – 0.083 – 

LOI 0.23 2.40 – – 

ΣP = SiO2 + Al2O3 +
Fe2O3 

84.93 86.51 50.11 97.70 

Mineral phase 
composition 

Quartz (SiO2), Calcite 
(CaCO3), 
Illite-smectite, 
Montmorillonite. 

Mullite (3A12O32SiO2), Quartz 
(SiO2) 

Akermanite (Ca2MgSi2O7), Merwinite (Ca3Mg(SiO4)2), 
Diopside (CaMgSi2O6) 

Quartz (SiO2), Magnetite 
(Fe3O4)  
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below provides a fast summary of the tests and their standards. The 
pictures of the experimental program during preparation and testing are 
shown in Fig. 2. 

3. Results and discussion 

3.1. Effect of SCMs on FSI of expansive clays 

TThe variation of FSI with the addition of FA on EC is represented in 
Fig. 3 i.e. P-series (E100, P1, P2, P3 and P4). The FSI of EC is 120 % upon 
the addition of FA, FSI values gradually reduced at 20 %, 40 %, 60 %, 
and 80 % FA contents with a declined ratio of 0.50 (i.e.ΔFSI% to ΔFA%) 
when permeated with DIW. However, P5 (i.e. 100 % FA) has resulted in 
non-swelling behaviour with DIW. The above resulting decreased trend 
in the P-series is due to an increase in the average particle size of FA in 
mix blends and a decrease in the surface activity of mix blends 
(Devarangadi and Shankar, 2021; Shankar and Phanikumar, 2012). On 
the other hand, the partial replacement of FA with EC increases the 
cation exchange activity which further results in flocculation and in-
creases the average particle size. This increased average particle size 
signified declining FSI values. 

Fig. 3 depicts the variation of FSI with the addition of FA-GGBS on EC 
i.e. Q-series (E100, Q1, Q2, Q3 and Q4). With the addition of FA-GGBS 
in mix blends, FSI drastically reduced at 20 %, 40 %, 60 %, and 80 % FA- 
GGBS contents with a declined ratio of 0.38 (i.e.ΔFSI% to ΔFA-GGBS%) 
when permeated with DIW. However, Q5 (i.e. 50 %FA-50 %GGBS) also 

Fig. 1. Morphological SEM images of (a) expansive clay (b) fly ash (c) GGBS and (d) silica fume.  

Table 4 
Mix designations of raw materials by percentage dry weight.  

Mix 
designation 

Expansive clayby dry 
weight  
(%) 

Supplementary cementitious materials 
by dry weight 
Fly ash 
(%) 

GGBS 
(%) 

Silica fume 
(%) 

P-series 
E100 

(reference) 
100 – – – 

P1 80 20 – – 

P2 60 40 – – 

P3 40 60 – – 

P4 20 80 – – 

P5 – 100 – –  

Q-series 
Q1 80 10 10 – 

Q2 60 20 20 – 

Q3 40 30 30 – 

Q4 20 40 40 – 

Q5 – 50 50 –  

R-series 
R1 80 10 5 5 
R2 60 20 10 10 
R3 40 30 15 15 
R4 20 40 20 20 
R5 – 50 25 25  
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resulted in non-swelling behaviour with DIW. The above-decreased 
trend in the Q-series is due to the combined pozzolanicity of FA-GGBS 
proportions with EC. Interestingly, an exchange of cations between so-
dium and calcium ions in EC and FA-GGBS mixes results in the effect of 
flocculation, a process that increases the average particle size of mix 
blends. Furthermore, this exchange of ions decreases the electro-
chemical/repulsive forces of the mix blends and yields decreased FSI 
values(Abu Seif, 2015). 

Fig. 3 also illustrates the variation of FSI with the addition of FA- 
GGBS-SF on EC i.e. R-series (E100, R1, R2, R3 and R4). Interestingly, 
the addition of these combined SCMs with EC resulted in reduced FSI 
values at a higher decreased rate with DIW. Consequently, the declined 
ratio was found to be 0.31 (i.e.ΔFSI% to ΔFA-GGBS-SF%), thereby 
signifying greater efficiency in the reduction of FSI values of EC. Also, R5 
(i.e. 50 %FA-25 %GGBS = 25 %SF) resulted in non-swelling behaviour 
with DIW. This significant reduction in FSI values is mainly attributed to 
higher cementitious values of FA-GGBS-SF proportions with EC (Pha-
nikumar and e, 2020). These tri-SCMs induced higher pozzolanicity and 
interexchange of ions when compared to P and Q-series respectively. 
This significantly impacted the increase in average particle size of mix 
proportions and obtained a higher reduction in FSI values. 

3.2. Effect of SCMs on consistency limits of expansive clays 

Table 5 displays the results of consistency limits including liquid 

limit (LL), plastic limit (PL) and plasticity index (PI = LL-PL) of varied 
mix designs of EC against FA, GGBS and SF. The addition of FA in EC 
decreases the LL, PL and PI respectively. The PI of EC is 32.77 % upon 
the addition of FA, PI values gradually reduced at 20 %, 40 %, 60 %, and 
80 % FA contents with a declined ratio of 0.24 (i.e. ΔPI% to ΔFA%) 
when permeated with DIW. However, the SCMs related to mixes P5, Q5 
and R5 resulted in non-plastic behaviour when experimented with DIW. 
A common fact that the declining ratio in PL was found to be three-fold 
lesser than that of LL i.e. ΔPL%/ΔFA% = 0.06 compared with ΔLL 
%/ΔFA% = 0.30. This observed monotonically decreasing trend of PI 
values in the P-series is mainly because of non-plastic, pozzolanicity, the 
particle size of FA and depletion of the double-diffusive layer thickness 
of EC by promoting the Ca2+ ions in the pore water from FA. As a result, 
PI decreased significantly with an increase in FA content in mix blends, 
indicating the transition towards non-plastic behaviour i.e. cohesionless 
packing of mix blends (also earlier reported by (Phani Kumar and 
Sharma, 2004; Shankar and Phanikumar, 2012; Sivapullaiah et al., 
1996; Younus and Sreedeep, 2012)). 

Similarly, Table 5 displays the results of LL, PL and PI values of FA- 
GGBS mixes with EC. Importantly addition of varied FA-GGBS contents 
in EC resulted in the monotonically decreased trend of consistency limits 
when permeated with DIW. For instance, the PI values decreased from 
24.65 % to 12.06 %, when the addition of equal proportions of FA-GGBS 
in EC increased from 0 % to 80 % respectively. A declined ratio of 0.16 
(i.e. ΔPI% to ΔFA-GGBS%) was observed with DIW as a permeant fluid. 

Fig. 2. (a) UCS testing of soil samples (Compaction of specimen to MDD and OMC, Inserting Sampler tube, Extraction of specimen to standard dimensions, 
Compression testing) (b) UCS samples stored in polythene bag for curing (c) FSI test (d) Hydraulic conductivity test. 
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Appealingly, the declined ratio in LL and PL (i.e. ΔLL%/ΔFA-GGBS% =
0.18 and ΔPL%/ΔFA-GGBS% = 0.02) was found to be less when 
compared to the P-series. This is mainly due to the inclusion of GGBS in 
FA-EC, as a result, it increased the non-plasticity, pozzolanic, average 
particle size and depletion of DDL thickness. This hypothesis is further 
examined with the inclusion of SF in FA-GGBS against EC blends. 

Interestingly, the consistency limits further decreased with the 
addition of SF in FA-GGBS against EC mixes, the results of LL, PL and PI 
are also represented in Table 3. A declined ratio of 0.13 (i.e. ΔPI% to 
ΔFA-GGBS-SF%) was observed with DIW as a permeant fluid used in this 
study. Interestingly, the declined ratio in LL and PL (i.e. ΔLL%/ΔFA- 
GGBS-SF% = 0.16 and ΔPL%/ΔFA-GGBS-SF% = 0.02) was found to be 

less when compared to P-series and Q-series respectively. This signifi-
cant declination of PI values is majorly due to the addition of SF content 
in the mix blends, SF facilitated the low plasticity in the FA-GGBS mixes 
against EC by increased flocculation effect and reduction in DDL thick-
ness at higher rates. 

Fig. 4 represents the location of all sixteen mix proportions used in 
this study on Casagrande’s plasticity chart. The reference EC (i.e. E100) 
is located at the A-line and it is designated as CH (inorganic clays of high 
plasticity). In the P-series (i.e. EC with FA) and Q-series (i.e. EC with FA- 
GGBS), with the addition of FA and GGBS contents, the plasticity of E100 
monotonically declined and noted a linear transition towards MH (i.e. 
inorganic silt with high plasticity) and ML (i.e. inorganic silt with low 
plasticity). Furthermore, in the R-series (i.e. EC with FA-GGBS-SF), the 
plasticity of E100 deputed to CL transition (i.e. inorganic clays of low to 
medium plasticity). Overall, the decrease in PI with the effect of these 
tri-SCMs (i.e. P, Q and R-series) resulted in a potential reduction of 
cohesion and undrained shear strength of E100. 

3.3. Effect of SCMs on compaction characteristics of expansive clays 

Fig. 5 illustrates the variation of MDUW-OMC of the design mixes 
used in this study. In the case of the P-series, the addition of FA increases 
against EC resulted in a decrease of optimum moisture content (OMC), 
which obtained a monotonically decreasing drift with a decreasing rate 
of ΔOMC%/ΔFA% =−0.072 (see Fig. 5a). In relative, the maximum dry 
unit weight (MDUW) resulted in a monotonically decreasing drift with a 
decreasing rate of ΔMDUW%/ΔFA% = −0.007 (see Fig. 5a). The 
reference E100 mix obtained an MDUW value of 13.74 kN/m3 (corre-
sponding to OMC = 32.3 %), upon the addition of FA at 20 %, 40 %, 60 
%, 80 % and 100 % contents resulted in decreased MDUW = 13.61kN/ 
m3, 13.35 kN/m3, 13.28 kN/m3, 13.17 kN/m3 and 13.04 kN/m3 (cor-
responding to OMC = 31.1 %, 29.44 %, 27.18 %, 26.22 % and 25.1 %). 
In general, the decrease/increase in MDUW/OMC majorly depends on 
the type of fly ash used in the experimental program and its governing 
factors such as particle size gradation, carbon-iron contents, fineness 

Fig. 3. Results of Free swell indexes.  

Table 5 
Results of consistency limits.  

Mix 
designation 

Consistency limits Percentage decrease inΔPI (%) 
/ΔSCM’s  
(%) LL (%) PL 

(%) 
PI (%) 

E100 64.89  32.12  32.77  
−0.24 P1 56.57  29.87  26.7 

P2 49.2  28.79  20.41 
P3 43.89  27.82  16.07 
P4 40.6  26.75  13.85 
P5 Non-plastic   

Q1 51.33  26.68  24.65 −0.16 
Q2 44.75  26.48  18.27 
Q3 40.85  25.29  15.56 
Q4 36.64  24.58  12.06 
Q5 Non-plastic   

R1 45.45  23.17  22.28 −0.13 
R2 39.44  21.93  17.51 
R3 35.69  21.11  14.58 
R4 32.31  21.02  11.64 
R5 Non-plastic   
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and density etc. In this case, MDUW is reduced because of the high 
fineness and lower specific gravity/density of FA compared with EC. 
Also, the decline is due to the presence of hollow spherical particles, 
earlier reported by Das and Yudhbir (2006). On the other hand, the 
decrease in OMC is attributed to burnt carbon particles present in FA 
which decrease the water demand on surface absorption of FA-EC mixes 
(Joshi and Lohita, 1997). 

Fig. 5b displays the variation of MDUW and OMC for the Q-series. It 
revealed that, with the addition of FA-GGBS at 20 %, 40 %, 60 %, 80 % 
and 100 % against EC, the MDUW increases (i.e. increasing rate of 
ΔMDUW%/ΔFA-GGBS% = +0.008) and OMC decreases (i.e. decreasing 

rate of ΔOMC%/ΔFA-GGBS% = −0.061). The resultant increased 
MDUW is mainly attributed to the higher density of GGBS and its 
increased substitution with FA-EC resulted in higher flocculation of mix 
blends. Furthermore, the higher flocculation of these mixes can be 
compacted at lower water content which decreases the OMC values. It is 
a common fact that compaction effort is indirectly proportional to the 
percentage of clay and its resistance (Phanikumar and Sharma, 2007). 
The combined addition of FA-GGBS increased the average silt-size par-
ticles with EC and the clay resistance is reduced for the same compactive 
effort which increases the MDUW (Sharma and Sivapullaiah, 2016b). 

In the same way, Fig. 5c represents the effect of FA-GGBS-SF on EC as 

Fig. 4. Results of consistency limits in the USC plasticity chart.  

Fig. 5. Variation of MDUW and OMC of expansive clay blends.  
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R-series (see Table 3). The addition of SF in FA-GGBS-EC blends 
increased their MDUW (i.e. increasing rate of ΔMDUW%/ΔFA-GGBS-SF 
% = +0.004) and decreased the OMC (i.e. decreasing rate of ΔOMC 
%/ΔFA-GGBS% = −0.069). As mentioned earlier in the above case, the 
increase in MDUW is based on the effect of flocculation in the mixes 
which resulted in increased densities and reduced water contents. 
Interestingly, the addition of SF decreased the dry densities of the R- 
series compared with the Q-series. For instance, the rate of increase of 
MDUW in the Q-series (i.e. 0.008) is twofold times higher than R-series 
(i.e. 0.004). This is mainly due to its low denseness/specific gravity and 
increased fineness in mix blends after SF substitution. Hence, it confirms 
that the addition of tri-SCMs (i.e. FA-GGBS-SF) is ineffective in 
increasing the dry densities than FA-GGBS with EC mix blends. More-
over, this is also true with the corresponding MDUW of SCMs i.e. P5, Q5 
and R5 which resulted in 13.04 kN/m3, 14.62 kN/m3 and 14.15 kN/m3. 

3.4. Effect of SCMs on UCS characteristics of expansive clays 

TThe variation of UCS for sixteen mix proportions tested at different 
curing periods of 0, 7, 14 and 28 days were displayed in Fig. 6. In the P- 
series, as a result of FA inclusion, the UCS values of each mix increase 
with the increase in the curing period against 0, 7, 14 and 28 days 
respectively. The reference E100 resulted in UCS value of 155.78 kPa at 
0 days, 158.05 kPa at 7 days, 163.55 kPa at 14 days and 165.32 kPa at 
28 days curing period, this resulted in increased strength from 0 to 28 
days curing period is negligible and the strength increment is only due to 
the possible effect of self-hardening under its own OMC and minimum 
effect of carbonation. With the addition of 20 % FA contents in EC, the 
UCS value increased from 163.55 kPa to 347.85 kPa at 0 to 28 days 
curing period. For 40 % FA content in EC, the UCS value increased from 

224.44 kPa to 476.89 kPa at 0 to 28 days curing period. For 60 % FA 
content in EC, the UCS value increased from 166.14 kPa to 364.40 kPa at 
0 to 28 days curing period. For 80 % FA content in EC, the UCS value 
increased from 142.37 kPa to 257.88 kPa at 0 to 28 days curing period. 
For 100 % FA content, the UCS value increased from 43.60 kPa to 73.60 
kPa at 0 to 28 days curing period respectively. 

However, a higher UCS value is attained at the P2 mix (i.e. 40 %FA- 
60 %EC) and thereafter the UCS values decrease with an increase in FA 
content, this was true for all the curing periods. The increase in UCS 
values is associated with (i) the production of cementitious hydrated 
products such as CSH, CAH, CASH etc. The amount of SiO2 and Al2O3 
present in EC has a tendency to react with free-lime (CaO) present in FA 
and OH– ions present in pore water solution, liberating these cementi-
tious hydrated products. This production process depends on the fine-
ness of FA (SCMs), pH of pore solution, OH– ions and presence of free- 
lime with respect to the replacement level of FA etc. Hence increasing 
the stabilization of the FA-EC matrix (Kumar and Sivapullaiah, 2016; 
Sharma and Sivapullaiah, 2016a; Sivapullaiah et al., 1998) (ii) inter-
estingly, the free lime available in FA is utilized by EC for its cation 
exchange reactivity, results in increasing the c-ϕ (i.e. cohesion-internal 
friction parameters) (Prashanth et al., 2001) which further stabilizing 
the mix blends. 

Hence, in this case, when the replacement level increases by more 
than 40 %FA content, the UCS values drift to a decreasing trend. This 
may be ascribed to poor cementitious reactivity between FA and EC and 
less improvement in c-ϕ (cohesion-internal friction parameters) of the 
matrix resulting in decreasing the UCS values. Similar studies were re-
ported by several researchers (Kumar et al., 2007; Sabat and Bose, 2013; 
Sharma and Hymavathi, 2016). However, considerable studies have 
been performed by researchers in enhancing the higher strength of FA- 

Fig. 6. Variation of UCS at 0, 7, 14 and 28 days curing period of expansive clay blends.  
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EC mix blends with additional binders such as cement, lime, gypsum 
clay etc.(Ganjian et al., 2004; Sharma and Sivapullaiah, 2017; Siva-
pullaiah and Moghal, 2011). In this work, the author’s objective is to use 
only the SCMs and determine their efficacy without any additional 
binders. Overall, the recommended design criteria for UCS value for a 
liner in a landfill should be ≥ 200 kPa, to ensure stability because of 
increased overburden pressure (Daniel and Wu, 1993; Guney et al., 
2008; Osinubi and Nwaiwu, 2006). In this series, mixes such as P1 mix at 
7, 14 and 28 days, P2 mix at all curing periods, and P3 and P4 mix at 14 
and 28 days curing period fall under the recommendations of UCS 
criteria. 

The variation of FA-GGBS on EC is presented in Fig. 6 i.e. (refer to 
mixes, Q1 to Q5). The test results revealed that the addition of GGBS in 
FA-EC blends monotonically increases the UCS value for all the mix 
proportions and relative to curing periods from 0 to 28 days. For 
instance, with the addition of an equal proportionate of 20 %GGBS-FA 
contents in EC, the UCS value increased from 264.47 kPa to 1722.42 kPa 
at 0 to 28 days curing period. For 40 % GGBS-FA content in EC, the UCS 
value increased from 291.56 kPa to 1984.66 kPa at 0 to 28 days curing 
period. For 60 % GGBS-FA content in EC, the UCS value increased from 
476.65 kPa to 2728.43 kPa at 0 to 28 days curing period. For 80 % 
GGBS-FA content in EC, the UCS value increased from 425.66 kPa to 
2435.92 kPa at 0 to 28 days curing period. For 100 % GGBS-FA content, 
the UCS value increased from 130.22 kPa to 630.48 kPa at 0 to 28 days 
curing period respectively. 

However, a higher UCS value is attained at the Q3 mix (i.e. 60 % 
GGBS-FA with 40 %EC) and thereafter the UCS values decrease with an 
increase in GGBS-FA contents, this was true for all the curing periods. As 
discussed, the technical reasons in the previous section, the influence of 
GGBS in this series is predominant in enhancing the UCS values with 
higher cementation action and c-ϕ improvement in the mix blends, 
resulting in higher UCS values when compared to P-series respectively. 
For instance, in case of P-series to Q-series, the UCS is increased by 
395.16 % for Q1-mix at 28 days curing period, 316.17 % for Q2-mix at 
28 days curing period, 648.75 % for Q3-mix at 28 days curing period, 
843.43 % for Q4-mix at 28 days curing period and 756.63 % for Q5-mix 
at 28 days curing period respectively. In this series, mixes such as Q1, 
Q2, Q3, Q4 mixes at all curing periods and Q5 mix at 28 days curing 
period fall under the recommendations of UCS criteria. 

The variation of FS on FA-GGBS-EC is presented in Fig. 6 i.e. (refer to 
mixes, R1 to R5). The test results revealed that the addition of SF in 
FAGGBS-EC blends monotonically increases the UCS value for all the 
mix proportions and relative to curing periods from 0 to 28 days. For 
instance, with the addition of 20 %SF-GGBS-FA contents in EC, the UCS 
value increased from 190.10 kPa to 1235.35 kPa at 0 to 28 days curing 
period. For 40 % SF-GGBS-FA content in EC, the UCS value increased 
from 233.12 kPa to 1330.57 kPa at 0 to 28 days curing period. For 60 % 
SF- GGBS-FA content in EC, the UCS value increased from 385.95 kPa to 
1664.51 kPa at 0 to 28 days curing period. For 80 % SF-GGBS-FA content 
in EC, the UCS value increased from 310.32 kPa to 1394.60 kPa at 0 to 
28 days curing period. For 100 % SF-GGBS-FA content, the UCS value 
increased from 70.88 kPa to 450.40 kPa at 0 to 28 days curing period 
respectively. The higher UCS value in this series resulted in R3-mix (i.e. 
60 %GGBS-FA with 40 %EC) at all curing periods, thereafter the UCS 
values decreased with the addition of SCMs content with EC. This is due 
to the loss of cementation action and reduced cohesion in the matrix. 

Interestingly, when compared with the Q-series, the UCS values 
decreased with the addition of SF in the mix blends. For instance, in the 
case of Q-series to R-series, the UCS is decreased by 28.28 % for R1-mix, 
32.96 % for R2-mix, 38.99 % for R3-mix, 42.75 % for R4-mix and 28.56 
% for R5-mix at 28 days curing period respectively. This monotonically 
decline trend is attributed to the lack of free lime available in SF for 
cementitious reactions. Since sufficient amounts of silicates are avail-
able in this series; free lime available in FA-GGBS attains a marginal 
effect to produce cementitious products to react with silicates present in 
SF (Sivapullaiah et al., 1998). In this series, mixes such as R1 at 7, 14 and 

28 days curing period, R2, R3, and R4 mix at all curing periods and R5 
mix at 28 days curing period fall under the recommendations of UCS 
criteria. 

This section influences the specimen characteristics and consistency 
of the mix blends subjected to %strain failure of UCS at varied curing 
periods. Figs. 7–9 show the variation of %strain and UCS values for P- 
series, Q-series and R-series at 0, 7, 14 and 28 days respectively. In 
Fig. 7, the black line represents the deviation of %strain and the red line 
represents the deviation of UCS with FA-EC mix blends, similar inter-
pretation is shown in Fig. 8 (i.e. FA-GGBS-EC mixes) and 9 (i.e. FA- 
GGBS-SF-EC mixes). It revealed that the %strain value decreases with 
an increase in SCMs content and curing period in P-series (refer Fig. 7), 
Q-series (refer Fig. 8) and R-series (refer Fig. 9). For instance, the E100 i. 
e. reference mix resulted in an %strain failure value of 10.12 % at 28 
days UCS value, the resulted in failure consistency is the ductile type and 
represented a softening character. With the addition of FA, the %strain 
failure recorded for P1, P2, P3, P4 and P5 decreased to 3.88 %, 3.46 %, 
3.7 %, 6.46 % and 4.05 % at 28 days UCS value, the resulting failure 
consistency is the brittle type and represented a hardening character. 
The decreased rate from E100 to P-series is reflected by 61.66 %, 65.81 
%, 63.44 %, 36.17 % and 59.98 % respectively. Interestingly, the in-
crease in %strain in the P3, P4 and P5 mix is mainly attributed to 
decreased cohesion and cementation between the particles which 
further decreases UCS values. Hence, this also concludes that the % 
strain values are inversely proportional to UCS values (refer to Fig. 7d); 
Similar findings can also be referred from Figs. 8 and 9. Therefore, the 
obtained strain value results agree with the UCS experiment findings. 

3.5. Effect of SCMs on hydraulic conductivity (HC) of expansive clays 

Fig. 10 demonstrates the deviation of HC with time for FA-EC mixes 
(i.e. P-series), permeated with DIW as test fluid. The test results revealed 
that (i) HC monotonically increases with an increase in FA addition with 
EC and (ii) HC of each individual mix decreases with time (refer Fig. 10). 
The reference mix E100, has resulted in a low HC value of 2.31E-10 cm/s 
when permeated with DIW. After the addition of 20 %, 40 %, 60 %, 80 % 
and 100 % contents of FA with EC, the HC value increased to 7.45E-8 
cm/s, 8.75E-8 cm/s, 6.41E-7 cm/s, 7.54E-6 cm/s and 4.84E-4 cm/s 
respectively with DIW. This increasing drift in the P-series is because of 
(i) decreased maximum dry unit weights of mixes from P1 to P5, as the 
HC test is performed at their compactive optimum moisture contents. 
For instance, when FA content increases from 0 % to 100 %, the MDUW 
decreases from 13.74 kN/m3 to 13.04 kN/m3, and corresponding HC 
values increase from 2.31E to 10 cm/s to 4.84E-4 cm/s with DIW 
(Devarangadi and Masilamani, 2019; Phanikumar and Shankar, 2016). 
(ii) Replacement of fine particles of EC with silt-sized FA in the mix 
blends increases the marginal void space, thus resulting in increased HC 
(Prashanth et al., 2001). (iii) Even though considerable reactive silica is 
available in FA but the effect of alkaline activity is less due to lower 
amounts of free-lime available in FA. Furthermore, this leads to either 
insufficient cementation action or flocculation and later increases the 
HC of mixes (Sivapullaiah et al., 1998). Overall, 40 %FA with EC (i.e. P2 
mix), is confirmed to be optimum and falls under the criterion standards 
of landfill liner as per USEPA recommendation for the type of EC used in 
this test program. 

Fig. 11 demonstrates the deviation of HC with time for FA-GGBS-EC 
mixes (i.e. Q-series), permeated with DIW as test fluid. The test results 
revealed that (i) HC monotonically decreases up to the Q3 mix and 
thereafter the HC increases with an increase in FA-GGBS addition with 
EC (ii) HC of each mix decreases with time (refer Fig. 11). The reference 
mix E100, has resulted in a low HC value of 2.31E-10 cm/s when 
permeated with DIW. After the addition of 20 %, 40 %, 60 %, 80 % and 
100 % contents of FA-GGBS with EC, the resulting HC values are 5.86E- 
8 cm/s, 3.54E-8 cm/s, 2.14E-8 cm/s, 2.7E-7 cm/s and 9.65E-7 cm/s 
respectively with DIW. This drift in the Q-series is because of decreased 
amounts of production of cementitious byproducts in mix Q4 and Q5. 
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Interestingly, from mix Q1 to Q3, sufficient hydration and cementation 
were achieved in the mix blends, thenceforth resulting in decreased 
porosity, capillary channels and bleeding, which lowered the HC values. 
Overall, 60 %FA-GGBS with EC (i.e. Q3 mix), confirms to be optimum 

and falls under the criterion standards of landfill liner as per USEPA 
recommendation for the type of EC used in this test program. 

Fig. 12 demonstrates the deviation of HC with time for FA-GGBS-SF- 
EC mixes (i.e. R-series), permeated with DIW as test fluid. Similarly, the 

Fig. 7. Variation of stress–strain for FA-EC blends at various curing periods.  

Fig. 8. Variation of stress–strain for FA-GGBS-EC blends at various curing periods.  
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test results revealed that (i) HC monotonically decreases up to the R3 
mix and thereafter the HC increases with an increase in FA-GGBS-SF 
addition with EC (ii) HC of each mix decreases with time (refer 
Fig. 12). The reference mix E100, has resulted in a low HC value of 
2.31E-10 cm/s when permeated with DIW. After the addition of 20 %, 
40 %, 60 %, 80 % and 100 % contents of FA-GGBS-SF with EC, the 
resulted HC values are 6.66E-8 cm/s, 4.87E-8 cm/s, 3.48E-8 cm/s, 
6.85E-7 cm/s and 6.54E-6 cm/s respectively with DIW. As explained 

earlier in the previous section, this drift in the R-series is also because of 
decreased amounts of production of cementitious byproducts in mix R4 
and R5. Interestingly, from mix R1 to R3, sufficient hydration and 
cementation were achieved in the mix blends, thenceforth resulting in 
decreased porosity, capillary channels and bleeding, which lowered the 
HC values. Overall, 60 %FA-GGBS-SF with EC (i.e. R3 mix), is confirmed 
to be optimum and falls under the criterion standards of landfill liner as 
per USEPA recommendation for the type of EC used in this test program. 

Fig. 9. Variation of stress–strain for FA-GGBS-SF-EC blends at various curing periods.  

Fig. 10. Effect of HC with time on FA-EC blends permeated with DIW.  
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4. Correlations 

This section presents the important correlations of FA-EC (i.e. P-se-
ries: Blue line), FA-GGBS-EC (Q-series: Red line) and FA-GGBS-SF-EC (R- 
series: Brown line) for the prediction of FSI, OMC, MDUW, UCS and HC 
with LL values, the regression analysis was performed using origin pro 
software. As mentioned, the correlations and regression analysis are 

evaluated based on the LL value alone, because this property in-
struments the behaviour of all other indexes and engineering properties 
of EC. The regression parameters concerning to Pearson correlation 
coefficient (r) and the coefficient of determination (R2) are depicted in 
Figs. 13–15. Thenceforth, the r value is used to identify the patterns in 
things, whereas, R2 is used to identify the strength of the model. 

Fig. 11. Effect of HC with time on FA-GGBS-EC blends permeated with DIW.  

Fig. 12. Effect of HC with time on FA-GGBS-SF-EC blends permeated with DIW.  
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4.1. Correlation of LL with FSI 

Fig. 13 demonstrates the correlation between LL and FSI of tri-SCMs 
blended with EC. The r and R2 values determined for all the series are 
obtained in the range of 98.61 % to 99.88 % and 96.32 % to 99.69 % of 
the confidence bound of LL with FSI values. The proposed model 
equations of LL with FSI values for P, Q, and R-series are given below 
(refer to Eqs. (1)–(3)). 
Y = 18.99+ 1.59x for P− series (1)  

Y = 9.50+ 1.73x for Q− series (2)  

Y = 0.55+ 1.85xfor R− series (3)  

Where Y represents FSI and x is the LL value. 

4.2. Correlation of LL with OMC 

Fig. 14 demonstrates the correlation between LL and OMC of tri- 
SCMs blended with EC. The r and R2 values determined for all the se-
ries are obtained in the range of 93.62 % to 97.96 % and 83.55 % to 
94.63 % of the confidence bound of LL with OMC values. The proposed 
model equations of LL with FSI values for P, Q, and R-series are given 
below (refer to Eqs. (4)–(6)). 
Y = 6.22+ 0.26x for P− series (4)  

Y = 17.10+ 0.25x for Q− series (5)  

Y = 22.15+ 0.16x for R− series (6)  

where Y represents OMC and x is the LL value. 

4.3. Correlation of LL with MDUW 

Fig. 15 demonstrates the correlation between LL and MDUW of tri- 
SCMs blended with EC. The r and R2 values determined for all the se-
ries are obtained in the range of 88.79 % to 98.90 % and 71.80 % to 
97.09 % of the confidence bound of LL with OMC values. However, the r 
value is negative in Q and R-series, this is attributed to the two variables 

that tend to move in the opposite direction. The proposed model equa-
tions of LL with MDUW values for P, Q, and R-series are given below 
(refer to Eqs. (7)–(9)). 
Y = 12.21+ 0.024x for P− series (7)  

Y = 14.32− 0.009x for Q− series (8)  

Y = 16.09− 0.037x for R− series (9)  

where Y represents MDUW and x is the LL value. 

4.4. Correlation of LL with UCS 

Fig. 16 displays the correlation of LL with UCS for all the series at 
varied curing periods of 0, 7, 14 and 28 days. The regression anaylsis 
was not performed with UCS, this is because (i) as the blends depicted 
distinctive variations and the possible analysis is difficult to interpret. 
(ii) Also, a few of the UCS values are well below the criterion limits (i.e. 
UCS ≤ 200 kPa), hence regression may not be determined. However, the 
mixes were correlated, as per the UCS criterion, the unacceptable zone is 
pictured in the figures for the P, Q and R-series respectively. In the P- 
series, the highest UCS value was attained for mix P2 at an LL value of 
49.2 % and the corresponding UCS value is 224.44 kPa, 313.56 kPa, 
410.65 kPa and 476.89 kPa at 0, 7, 14 and 28 days curing period (refer 
to Fig. 16a). In the Q-series, the highest UCS value was attained for mix 
Q3 at an LL value of 40.85 % and the corresponding UCS value is 476.65 
kPa, 866.70 kPa, 1644.59 kPa and 2728.43 kPa at 0, 7, 14 and 28 days 
curing period (refer to Fig. 16b). Furthermore, in the R-series, the 
highest UCS value was attained for mix R3 at an LL value of 35.69 % and 
the corresponding UCS value is 385.95 kPa, 565.49 kPa, 1254.2 kPa and 
1664.51 kPa at 0, 7, 14 and 28 days curing period (refer to Fig. 16c) 
respectively. 

4.5. Correlation of LL with HC 

Fig. 17 displays the correlation of LL with HC for all the mix series 
used in this study. Similarly, the regression analysis was not performed 
with LL, this is because a few of the HC values are well below the cri-
terion limits (i.e. HC ≤ 1E-07 cm/s), hence regression was not 

Fig. 13. Correlation of LL with FSI for SCM’s and EC blends.  
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Fig. 14. Correlation of LL with OMC for SCMs and EC blends.  

Fig. 15. Correlation of LL with MDUW for SCM’s and EC blends.  
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performed. However, the mixes were correlated, as per the HC criterion, 
the unacceptable zone is pictured in the figures for the P, Q and R-series 
respectively. This correlation termed as surrogate compatibility test 
(SCT) (earlier referred to by Lee et al. (2005)), is to observe the changes 
in the initial volume, which may also affect changes in the HC. These 
correlations examine the liner efficiency and predict the engineering 
characteristics of LL/FSI with HC infused with DIW. The figure revealed 
that LL values are inversely proportional to HC values, the higher the LL 
value, the lower the HC. For instance, the highest recorded LL value for 
E100 is 64.89 % and resulted in a lower HC value of 2.31E-10 cm/s when 
permeated with DIW. The mixes P3, P4, Q4 and R4 resulted in the higher 
order (i.e. HC ≥ 1E-07 cm/s) and corresponding LL values are 43.89 %, 
40.6 %, 36.64 % and 32.31 % respectively. 

5. Conclusions 

This study investigates the effect of different types of SCMs (i.e. fly 
ash, GGBS and silica fume) and their combinations blended with 
expansive clays (EC) was investigated for the feasibility of landfill liner 
materials, overall sixteen mix proportions in three major series (i.e. P, Q, 
and R-series) were addressed in this research, furthermore, the optimum 
mix in each series was determined. From the test results, it can be 
concluded that as the addition of varied SCMs increases with EC in all 
the series, the consistency limits (i.e. liquid limit (LL), plastic limit (PL) 
and plasticity index (PI)) and FSI decreases when permeated with DIW. 
The consistency limits were largely decreased in R-series with the 
addition of SF in FA-GGBS against EC mixes, A declined ratio of −0.13 (i. 
e. ΔPI% to ΔFA-GGBS-SF%) was observed with DIW as a permeant fluid 
used in this study. Consequently, the declined ratio was found to be 
−0.31 (i.e.ΔFSI% to ΔFA-GGBS-SF%), thereby signifying greater effi-
ciency in the reduction of FSI values of EC. 

Interestingly, the addition of SF decreased the dry densities of the R- 
series compared with the Q-series. For instance, the rate of increase of 
MDUW in the Q-series (i.e. 0.008) is twofold times higher than the R- 
series (i.e. 0.004). Hence, it confirms that the addition of tri-SCMs (i.e. 
FA-GGBS-SF) is ineffective in increasing the dry densities than FA-GGBS 
with EC mix blends. The UCS increased with EC against certain quan-
tities of SCMs addition with the curing period. The higher UCS values 
were recorded in the Q-series when compared to the R-series and P-se-
ries. This monotonically decline trend in R-series is attributed to the lack 
of freelime available in SF for cementitious reactions. Since sufficient 
amounts of silicates are available in this series; free lime available in FA- 
GGBS attains a marginal effect to produce cementitious products to react 
with silicates present in SF. The hydraulic conductivity decreased with 
EC against certain quantities of SCMs addition i.e. 40 %FA (i.e. for P2 
mix in P-series), 60 %FA-GGBS (i.e. for Q3 mix in Q-series) and 60 %FA- 
GGBS-SF (i.e. for R3 mix in R-series) which resulted in the range of 
8.75E-08 cm/s, 2.14E-08 cm/s and 3.48E-08 cm/s respectively when 
permeated with DIW. This confirms to be optimum and falls under the 
criterion standards of landfill liner as per USEPA recommendation for 
the type of EC used in this test program. 

Overall, in case of practical possibility, 40 % FA addition with EC, 30 
% FA- 30 % GGBS with EC, and 30 % FA-15 % GGBS-15 % SF with EC 
prove to be the best and most advantageous SCM contents for designing 
as feasible landfill liner material, resulting in extremely low HC and 
higher UCS values as per the criterion limit indicated by USEPA (1993) i. 
e. HC ≤ 1E10-7 cm/s and UCS ≥ 200 kPa. This study concludes that 
using FA, GGBS, and SF as landfill liners not only lowers the disposal 
issue but also enhances the engineering characteristics and geo- 
environmental requirements. 

Fig. 16. Correlation of LL with UCS for SCM’s and EC blends.  
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A B S T R A C T

The present study focuses on developing a landslide susceptibility zonation (LSZ) using GIS-based bivariate sta-

tistical model in the Lunglei district of Mizoram. Initially, 17 factors were selected after calculating the multi-

collinearity test for LSZ. A landslide inventory map was created based on 234 historic landslide events, which

were randomly divided into training (70%) and testing (30%) datasets. Using the Index of Entropy (IOE) model,

nine causative factors were identified as having significant weightage for LSZ: elevation, slope, aspect, curvature,

normalized difference vegetation index, geomorphology, distance to road, distance to lineament, and distance to

river. On the other hand, factors such as land use land cover, stream power index, terrain ruggedness index,

terrain roughness, topographic wetness index, annual rainfall, topographic position index, and geology had

negligible weightage. Based on the relative importance of the causative factors, two models were developed:

scenario 1, which considered nine factors, and scenario 2, which considered all 17 factors. The results revealed

that 16% and 14% of the district area were identified as very highly landslide prone in scenario 1 and scenario 2,

respectively. The high susceptibility zone accounted for 26% and 25% of the area in scenario 1 and scenario 2,

respectively. To assess the accuracy of the models, a receiver operating characteristic (ROC) curve and quality

sum ratio method was performed using 30% of the testing landslide data and an equal number of non-landslide

data points. The area under the curve (AUC) for scenario 1 and scenario 2 were 0.947 and 0.922, respectively,

indicating higher efficiency for scenario 1. The quality sum ratios were 0.435 and 0.43 for scenario 1 and scenario

2, respectively. Based on these results, the LSZ mapping from scenario 1 is considered suitable for policymakers to

address development and risk reduction associated with landslides.

1. Introduction

A landslip or landslide is a geological event that causes intense down-

wardmovement of earthmaterials alonga surfaceplaneunder the influence

of gravity force (Sarvothaman and Anandha, 2013). Varnes (1984) intro-

duced landslide hazard as the chance of possible damaging phenomenon in

a given time period within a given area. Landslides rank 3rd among other

natural hazards on the basis of the degree of hazard worldwide (Basu and

Pal, 2019). Huang and Zhao (2018) reported that 2620 fatal landslides

claimed 32,322 human lives during 2004–2010 worldwide. Landslides not

only damage life and property but sometimes damage the environment's

stability (Chen and Chen, 2021). In India, 12.65% of the total land area is

affectedby landslides. It is very commoninhilly regionswhereurbanization

is increasing rapidly (Barman et al., 2022a). Parkash (2011) divided India

into three landslide-affected geographical regions; northeast India is one of

them. A landslide is a combination of different conditioning factors. The

factors that control landslide intensity and cause are broadly divided into

two categories: (a) extrinsic variables that influence landslide susceptibil-

ities, such as earthquakes and heavy rainfall, and (b) intrinsic variables,

which are factors that contribute to landslide susceptibility (Dai et al.,

2001). Landslide susceptibility zonation (LSZ) is the first step toward

determining the distribution and risk of landslides (Trigila et al., 2015; Bui

et al., 2012). The terminology "landslide susceptibility" can be explained as

a likelihood measurement of the failure probability from a given known

batch of environmental conditions (Guzzetti et al., 2005). The new devel-

opment of GIS is an opportunity among scholars for landslide study. The
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approaches of LSZ are broadly classified into three fundamental clusters,

namely quantitative physical or deterministic based; qualitative

data-driven or statistical-based; and qualitative knowledge or

heuristic-based (Li et al., 2016; Chen and Li, 2020).

The deterministic approaches mainly focus on the failure mechanism

of a landslide (Zou et al., 2021). Statistical approaches are organized on

the premise of the relationship between the existence of landslides and

the terrain attributes responsible for their occurrence, while heuristic

approaches are based on the landform investigation by an experienced

geomorphologist (Ermini et al., 2005). The well-known methods used by

the researcher are the analytical hierarchy process (Kumar and Anbala-

gan, 2016; Myronidis et al., 2016; Pourghasemi et al., 2012), the weight

of evidence (Lee and Choi, 2004; Armaş, 2012; Neuh€auser et al., 2012),

information value method (Achour et al., 2017; Sarkar et al., 2013;

Farooq and Akram, 2021), frequency ratio (Akgun et al., 2008; Solaimani

et al., 2013; Poudyal et al., 2010), support vector machine (Yao et al.,

2008; Ballabio and Sterlacchini, 2012; Chen et al., 2016), logistic

regression (Ayalew and Yamagishi, 2005; Hemasinghe et al., 2018; Bai

et al., 2010), artificial neural network (Choi et al., 2010; Kawabata and

Bandibas, 2009; Bragagnolo et al., 2020).

In the present study, a bivariate statistical approach i.e., Index of

Entropy (IOE), is applied for LSZ in the Lunglei district of Mizoram. IOE is

a statistical method that measures the maximum impact of a conditioning

factor on landslide occurrences (Dam et al., 2022). The novelty of the

method is that it considers Scenario 1 and Scenario 2 approaches based

on parameter selection and weighting based on the Index of Entropy

(IOE). Previous research by (Singh et al., 2021; Zhang et al., 2019;

Shirani et al., 2018) successfully applied the index of entropy model to a

variety of environmental conditions worldwide, but they did not utilize

the parameter optimization technique. So, the present study aimed to

determine the optimum landslide conditioning factors and prepare an

LSZ mapping in the Lunglei district of Mizoram using 17 landslide con-

ditioning factors along with 234 historic landslide events.

2. Material and methodology

2.1. Study area

The study area covers approximately 2014.49 km2 and extends be-

tween 92� 420 E to 93� 100 E longitude and 22� 230N to 23� 150N latitude

(Fig. 1). It is characterized by an undulating, dissected, and deep valley

within the extended Himalayan range. Lunglei town, the second-largest

urban center in Mizoram, is experiencing rapid urbanization, and slope

cutting for road construction has made the area prone to landslides. The

region receives heavy rainfall during the southwest monsoon season,

with an average annual rainfall of 3204.7 mm (Rao et al., 2023). The

tropic of cancer passes north of the district, and the annual average

temperature ranges from 11 �C to 35 �C (Barman and Biswas, 2022). The

mean relative humidity is 87%. The general topography of Lunglei Dis-

trict is highly diverse. The southwestern and western regions are char-

acterized by relatively low and less prominent ridges, while the northern

and eastern regions exhibit steep terrain with high relief. The entire

Mizoram region is marked by dissected hills and valleys, which are

common geomorphological features. Landslides occur frequently during

the monsoon period, causing damage to the nutrient cycle, road net-

works, natural resources, and human life. Between 2017 and 2018,

landslides resulted in the destruction of 39 fully or partially damaged

houses and affected 58.06 lakh hectares of cropping areas (as per the

District disaster management plan, 2019). Therefore, there is a need for a

comprehensive landslide assessment at the district level in this area.

2.2. Database and background of the study

A landslide is a complex geological hazard. It is a systematic negative

effect of different conditioning factors (Chen and Chen, 2021). There are

no universal guidelines or regulations for the number of conditioning

factors and their types. In the current study, conditional factors are

Fig. 1. Location of the study. (a) India, (b) Lunglei district in southern Mizoram, (c) Elevation in Lunglei district.
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chosen based on the data availability and previous literature for the study

area (Table 1). Different direct and indirect terrain attributes, namely

elevation, slope, slope angle, curvature, relief amplitude, terrain

ruggedness index, terrain roughness, and topographic wetness index, are

extracted from the ASTER 30m digital elevationmodel (https://search.ea

rthdata.nasa.gov/search). The hydrological factors, namely the distance

to the river, are prepared from OSM (https://www.openstreetmap.org)

through the Euclidean distance method, and rainfall distribution is pre-

pared from a 0.5*0.5 high-resolution gridded Cru dataset (https://cr

udata.uea.ac.uk/cru/data/hrg/). The Bhukosh portal is used to collect

tectonic factors such as lineament information (https://bhukosh.gsi.gov.i

n/Bhukosh/MapViewer.aspx). The geomorphology information is

downloaded from the Bhukosh geo portal. The likely distance of human

activities to a road is calculated using the OSM road network, and the

land use/land cover map is prepared from Landsat 8 OLI (https://eart

hexplorer.usgs.gov/) using a training sample and the maximum likeli-

hood method in a GIS environment (Table 2). A methodological flow

chart is shown in Fig. 2.

2.3. Landslide conditioning factors

2.3.1. Elevation

Elevation has a positive relationship with landslide occurrence

(Ayalew and Yamagishi 2005). The rainfall and temperature in a region

are directly correlated with altitude. Height growth produces a steeper

slope, which lowers the shear strength of the slope materials (Sar-

anaathan et al., 2021). The elevation of the Lunglei district area is

extracted from ASTER 30m Dem. Elevation in the study area ranges from

115 m to 1745 m, which is classified into five classes based on the natural

breaking methods. The elevation classes are (a) 115–472.96 m, (b)

472.97–671.12 m, (c) 671.13–875.67 m, (d) 875.68–1131.35 m, and (e)

1131.36–1745 m. Most of the area (30%) ranged between elevations of

472.97 and 671.12 m.

Slope: The slope means the vertical elevational difference between

two points with horizontal distances (Das et al., 2022). Theoretically,

when the slope rises, shear stress increases, which raises the possibility of

slope instability (Abedini and Tulabi, 2018). The slope map is driven

from the ASTER 30 m DEM. The slope in the study area ranges between

0 and 73� and is classified into five classes. The slope classes are (a) 0–8�,

(b) 8�–15�, (c) 15�–25�, (d) 25�–40�, and (d) 40�–73�. The maximum

area of the study region (about 37%) falls under a 25–40� slope.

Aspect: The slope aspect indicates the slope's facing direction, which

is a significant determinant of solar radiation, wind, and precipitation.

Hence, it directly controls the types and intensities of vegetation cover

and soil moisture (Guru et al., 2017). The slope direction of the area is

divided into ten directions as (a) Flat (�1), (b) North (0–22.5), (c)

Northeast (22.5–67.5), (d) East (67.5–112.5), (e) Southeast

(112.5–157.5), (f) South (157.5–202.5), (g) Southwest (202.5–247.5),

(h) West (247.5–292.5), (i) Northwest (292.5–337.5), and (j) North

(337.5–360). About 14% of the slopes are west-facing slopes.

Curvature: Curvature is an imagined line formed by intersecting

random points on the earth's surface (Anbazhagan and Ramesh 2014). In

the current study, a combination of both profile and plane curvature is

considered. Flow direction, slope morphology, and many other geolog-

ical structures directly depend on curvature. In the present study, zero

values are considered flat regions, positive values are considered convex

and negative values are considered concave regions. In the present study,

the curvature is divided into three classes that are (a) �29.17–0, (b) flat

(0), and (c) 0–31.35.

Stream power index (SPI): The stream power index provides an

indication of energy dissipation against the bed and banks that is widely

used as a proxy for sediment transportation and channel excavation rate

(Johnson et al., 2009). It is measured as per (Moore and Grayson, 1991)

according to Eq. (1).

SPI¼As*Tan β (1)

where, As is the contributing catchment area and β is the slope angle. As

SPI is the product of catchment area and slope angle, a high SPI value

indicated a larger catchment area and high slope angle which is reflect

the high flow velocity and higher erosion risk. SPI for the current study is

divided into five classes (a) < 0, (b) 1–10, (c) 11–20, (d) 21–30, and (e)

31–40.

Terrain ruggedness index (TRI): The TRI is employed to charac-

terize the topography as smooth or rugged terrain, as well as the local

change of slopes or surface curvatures (Dahal et al., 2008). Topographic

heterogeneity or TRI is defined as the difference in height between

adjacent pixels (Al-Najjar and Pradhan, 2021). It affects the hydrological

and topographical factors to develop a landslide event. The terrain

ruggedness index is prepared as Eq. (2). Based on the natural break

method, TRI is divided into five classes: (a) 0–92, (b) 93–180, (c)

190–240, (d) 250–320, and (e) 330–710.

TRI¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Absðmax2 � min2Þ
q

(2)

Here, max and min are the maximum and minimum elevation of the

define region respectively.

Terrain roughness (Rn): Elevational irregularity or variability of

terrain within a terrain unit is called terrain roughness. The possibility of

rock fall has a positive correlation with the terrain roughness (Fatemi

Aghda et al., 2018). It is calculated using Eq. (3).

Table 1

Literature reviews for selection of conditioning factors for landslide susceptibility mapping.

References/Factors Elevation Slope Aspect Curvature SPI TRI Rn TPI TWI R DTR DTL DTS Geology Geom NDVI LULC

Biswas et al. (2023) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Roy et al. (2019) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Youssef et al. (2015) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Efiong et al., (2021) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Shahzad et al. (2022) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Althuwaynee et al.

(2012)

✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Mahalingam et al.

(2016)

✓ ✓ ✓

Al-Najjar et al. (2019) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Ullah et al. (2022) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Pham et al. (2020) ✓ ✓ ✓ ✓ ✓ ✓

García-Rodríguez and

Malpica (2010)

✓ ✓ ✓ ✓ ✓ ✓

Fatemi Aghda et al.

(2018)

✓ ✓ ✓ ✓ ✓ ✓

Chang et al. (2016) ✓ ✓ ✓ ✓ ✓ ✓
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Roughness¼
ðFSmean � FSminÞ

ðFSmax � FSminÞ
(3)

Where, FSmean is the mean elevation of the define region, FSmax and FSmin

are the minimum andmaximum elevation of that region respectively. For

the present study Rn is divided into five classes - (a) 0.11–0.3, (b)

0.31–0.43, (c) 0.44–0.5, (d) 0.51–0.58, and (e) 0.59–0.89.

Topographic position index (TPI): Altitudinal differences of a

central point (Z0) from average altitude (Z) within a defined radius (R) is

shown by TPI. It is formulated as Eqs. (4) and (5).

TPI¼Z0 � Z (4)

Z¼
1

nR

X

iεR

Zi (5)

A positive TPI value indicates high land in the central point, while a

negative TPI value indicates low land in the central point. In the study,

the TPI of the district was classified into five groups (a) �10.2–1.4, (b)

�1.3–0.5, (c)-0.4-0.3, (d) 0.4–1.2, and (e) 1.3–14.1.

Topographic wetness index (TWI): TWI identifies the source zone

that has become saturated as a result of surface runoff under the impact

of topographic conditions (Sema et al., 2017; Mitra et al., 2022). It is

formulated as Eq. (6).

TWI ¼Ln

�

α

Tan β

�

(6)

where α is the upslope contributing area and β is the slope angle. Like-

wise, here ¼ A
L
, Amongst them A and L denote the total basin area and

length of the contour. TWI is classified into five classes - (a) 2.47–5.68,

(b) 5.69–7.48, (c) 7.49–9.28, (d) 9.29–11.86, and (e) 11.87–22.42.

Rainfall distribution (R): Rainfall is a dominant landslide control-

ling factor. During field studies, it has been observed that most of the

landslides occurred in the rainy season. For the current study, the average

annual rainfall of 2021 has been prepared by the IDW technique in GIS

environment. It is classified into three classes (a) 360.6–370.4 cm, (b)

370.5–380 cm, and (c) 380.1–380.6 cm.

Distance to road (DTR): Road networks are the footprint of human

activities and reflect the mobility of civilization (Basu and Pal, 2019).

During the field study, it was discovered that the majority of slope fail-

ures occur along the roadside. For the current study, road network in-

formation is collected from open-source maps. The Euclidean distance

method is implemented for measuring the distance from the road

network. It is divided into the following categories: (a) 0–300 m, (b)

301–600 m, (c) 601–900 m, (d) 901–1200 m; (e) 1201–1500 m.

Distance to Lineament (DTL): Lineaments are underlain by linear

geological expression. Lineaments have a direct influence on maximum

landslides (Kaur et al., 2023). Kumar and Anbalagan (2019) reported that

landslides are directly connected with the lineament vicinity. In the

current study, a raster buffer by the Euclidean distancemethod is used for

measuring the distance to the lineament. Further, it is classified into five

classes (a) 0–300 m, (b) 301–600 m, (c) 601–900 m, (d) 901–1200 m,

and (e) 1201–1500 m.

Distance to stream (DTS): It is assumed that along the river, the

amount of saturation is quite high. The right conditions for a landslide

include heavy rains followed by saturated soil on a steep slope or a quick

rise in groundwater levels brought on by infiltration. Runoff near steep

slopes may be increased by human activity in places with high drainage

densities. As a result, landslides are more likely to occur in places with

higher drainage density. Shear strength decreases with bank erosion and

saturation areas. The distance from the river was measured using the

Euclidean distance method and classified as (a) 0–500 m, (b) 501–1000

m, (c) 1001–1500 m, (d) 1501–2000 m, and (e) 2001–2500 m in the

study.

Geology: Similar to geomorphology, geology is another significant

landslide-controlling factor. The main geological groups, namely Surma

and Bhuvan, cover the entire district. The Suma group covers the ma-

jority of the district, but the Bhuvan group only covers a small portion of

the district in the east.

Geomorphology (Geom): The entire Lunglei district is covered with

hills and valleys. Geomorphologically the whole district is divided into

three geomorphological divisions, namely: (a) Highly dissected struc-

tural hills and valleys, (b) Moderately dissected structural hills and val-

leys, and (c) Riverian areas. The maximum area of the study region

(about 1066.4937 km2) is covered with moderately dissected structural

hills and valleys, while only a small part (about 19.0683 km2) comes

under the riverine area.

Normalized Differences Vegetation Index (NDVI): NDVI is a rep-

resentation of vegetation density that indirectly controls landslide dis-

tribution, type and magnitude (Hong et al., 2016). The NDVI map is

prepared through raster calculator in GIS environment by Eq. (7).

NDVI¼ðNIR – RedÞ = ðNIRþRedÞ (7)

where NIR and Red are the near-infrared and red bands, respectively.

Landsat 8 OLI satellite imagery is used for measuring NDVI. It is further

divided into five classes (a) �0, (b) 0–0.2, (c) 0.2–0.4, (d) 0.4–0.6, and

(e) �0.6.

Land use and land cover (LULC): Land use and land cover types

determine different natural hazards like floods, soil erosion, surface

structure characteristics, and precipitation infiltration (Hong et al.,

2016). In general, dense vegetation-covered areas have less potential for

landslides and soil erosion, whereas bare land and built-up areas have

more potential for landslides. Landsat 8 OLI satellite images have been

classified by the supervised maximum likelihood classification method

for assessing the land use land cover. The study validates the LULC map

using Kappa statistics calculated from 100 randomly selected points ob-

tained through stratified random sampling. The resulting Kappa statistic

of 0.844 indicates a significant agreement between observed LULC

classifications and the prepared LULC map. This robust Kappa value

exceeds chance agreement, demonstrating the consistent and reliable

nature of the LULC classifications in this study. There are mainly five land

use and land cover classes found in the Lunglei district, namely buildup

areas, Jhum land, water bodies, sparse vegetation, and dense vegetation.

Sparse vegetation encompasses most of the land (59.42%), followed by

dense vegetation (25.88%), Jhum land (13.30%), buildup areas (1.07%),

and water bodies (0.37%).

All the conditioning factors are mentioned in Fig. 3.

Table 2

Spatial database used in the study.

Products Thematic

layer

Data source Access

date

Resolution/

Scale

Type

GSI DTL Bhukosh (gsi.g

ov.in)

7/24/

2022

1:50,000 Vector

Geology

Geom

ASTER

DEM

Elevation Earthdata Search

(nasa.gov)

7/25/

2022

30 m Raster

Slope

Aspect

Curvature

TRI

Rn

TWI

SPI

OSM DTR BBBike extracts

OpenStreetMap

7/24/

2022

NA Vector

DTS

Cru R High-resolution

gridded datasets

(uea.ac.uk)

7/26/

2022

05� 0.5� Gridded

Landsat

8 OLI

LULC EarthExplorer

(usgs.gov)

7/26/

2022

30m Raster

NDVI
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2.4. Multicollinearity test

Multicollinearity can be explained as the presence of near-linear fa-

miliarity among the landslide-triggering factors (Das et al., 2023). The

present multi-collinearity problem will minimize the prediction accuracy

and even lead to model failure (Zhou et al., 2021). So, it is important to

consider the existence of multi-collinearity among the conditioning fac-

tors before the analysis of landslide susceptibility. To manage

multi-collinearity in landslide susceptibility analysis, it is important to

identify its sources. There is a different source of multi-collinearity in the

susceptibility analysis. It may be from the sample collection; it may be

from the outlier value of the conditioning factor (Lee et al., 2018). It is a

critical challenge to minimize the value of an outlier statistically. Most of

the multi-collinearity problems come from that source. Different meth-

odologies have been discovered to identify the existence of

multi-collinearity in literature (Li et al., 2020; Pradhan and Sameen

2017), namely variance inflation factors (VIFs), tolerance (TOL), gain

ratio method, principal component analysis (PCA), Pearson's correlation

coefficient etc. In the present study, the TOL and VIFs have been used to

detect the multi-collinearity among the conditioning factors. The TOL

and VIFs are calculated using Eqs. (8) and (9) respectively.

Tolerance¼ 1� R2
j (8)

VIF¼

�

1

Tolerance

�

(9)

For jth independent variable, Rj
2 represents the coefficient of deter-

mination. A TOL value of less than 0.1 and a VIF value greater than 10

indicate the presence of multicollinearity (Mitra and Das, 2023).

2.5. Landslide inventory

Knowledge about the spatial distribution of past landslides is an

Fig. 2. Methodological flow chart of the study.
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essential part of a landslide prediction study. The landslide inventory is

the location of existing landslides. It helps to know the nature, charac-

teristics, and morphology of existing landslides. In every bivariate

approach, landslide inventory is classified into training and testing in-

ventory. Training inventories are used for model prediction, and testing

inventories are used for model accuracy testing. More than 300 historical

landslide occurrences of the study area were downloaded from the

Bhukosh portal (https://bhukosh.gsi.gov.in/Bhukosh/Public) and the

Nasa landslide portal (https://gpm.nasa.gov/landslides/index.html).

After obtaining the landslide data, we conducted a rigorous verification

process, which involved field investigations and cross-referencing with

Google Earth Pro. Through these methods, we ensured the accuracy and

reliability of the data. Following the verification process, we selected a

total of 234 landslide locations for our analysis. These locations were

then divided into training and testing datasets, with 70% allocated for

training and 30% for testing. Additionally, to validate the model, we

included 70 non-landslide points from safe landslide zones. This

comprehensive approach allows us to evaluate the model's performance

effectively.

2.6. Index of entropy assessment

Initially, the entropy method was used to determine the thermody-

namic status of a system, especially in the Boltzmann principle, to show

the one-to-one relationship with the degree of disorder (Pourghasemi

et al., 2012). Shannon later modified it to entropy information theory.

The self-information-related value measures how much knowledge or

levels of surprise are connected to a specific result. This outcome is

known as a random variable. The Shannon entropy measures how

"informative" or "surprising" the entire random variable would be after

averaging all of its conceivable outcomes. Generally, entropy is used to

measure uncertainty, instability, disorder, and imbalance in a system

(Youssef et al., 2015). It is also used to measure a system's relevant

conditioning factor or parameters (Constantin et al., 2011). Wang et al.

(2016) defined the entropy of a landslide as the extent of different

landslide conditioning factors for landslide development. Different

morphometric parameters provide supplementary entropy in the index

system. Thus, the entropy method is used to calculate the objective

weight of an index system (Pourghasemi et al., 2012). The information

coefficient represents the objective weight (Wj) and is calculated as Eqs.

(10)–(16).

Eij ¼
m

n
(10)

�

Eij

�

¼
Eⅈj

Σ
sj
j¼1

(11)

where, m and n represented the domain and landslide percentage grad-

ually and Eij is the probability density for class Sj of j. Here, Hj and Hjmax

are two entropy value for class Sj known as informative and surprising.

Hj ¼ �
X

Sj

i¼1

�

Eij

�

log2
�

Eij

�

; j¼ 1; 2;…; n (12)

Hjmax ¼ log2Sj; Sj ¼ no: of classes (13)

Again, Wj is the corresponding weight for coefficient Ij.

Ij ¼
Hjmax � Hj

Himax

I ¼ ð0; 1Þ; j ¼ 1; 2;…; n (14)

Wj ¼ IjEij (15)

Fig. 3. Landslide conditioning factors (a) Elevation, (b) Slope, (c) Aspect, (d)

Curvature, (e) Stream power index (SPI), (f) Topographic ruggedness index

(TRI), (g) Terrain roughness, (h) Topographic position index (TPI), (i) Topo-

graphic wetness index (TWI), (j) Rainfall (R), (k) Distance to road (DTR), (l)

Distance to lineament (DTL), (m) Distance to stream (DTS), (n) Geology, (o)

Geomorphology (Geom), (p) Normalized difference vegetation index (NDVI),

and (q) Land use land cover (LULC).
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YIOE ¼
X

n

i

z

mi

� C �Wj (16)

where, YIOE is the sum of I is the count of map parameters (1,2,3, … …,

n), Z is the highest number of the class. mi is the class number in the map

parameter, C is the value after secondary classification and Wj is the

weight of each conditioning factor.

2.7. Validation

In general, a pure landslide susceptibility validation is possible only if

a new landslide event happens after the creation of the susceptibility map

(Neuh€auser and Terhorst 2007). In real life, it is unacceptable because of

the "wait and see" strategy. It is problematic to estimate the accuracy of

the susceptibility model. However, the prediction accuracy of the present

study has been measured through the receiver operating characteristics

(ROC) curve and the statistical measure Quality sum.

A ROC is a useful measure for representing the probabilistic and

deterministic quality of detection. The graphical plot of ROC describes

the "fraction of true positives out of the positives versus the fraction of

false positives out of the negatives for a binary classifier system as its

discrimination threshold is varied" (Devkota et al., 2013). On the ‘X’ axis

and the ‘Y’ axis, the ROC plot shows 1-specificity and sensitivity,

respectively. Sensitivity (TP rate) denotes the proportion of pixels truly

classified as landslides in the prediction map, while specificity (TN rate)

denotes the proportion of non-landslide pixels truly classified as

non-landslide in the prediction map. The sensitivity and specificity are

measured as Eqs. (17) and (18).

Sensitivity¼TP = ðTPþFNÞ (17)

Specificity¼ TN = ðTNþFPÞ (18)

where, TP is true positive, FN is false negative, TN is true negative and FP

is false positive.

The desirability function of LSZ predicting methods is cheeked by the

quality sum (Qs) index. Qs value is measured following Eq. (19) followed

by (Roy et al., 2019).

QS ¼
Xn

i¼1

�

ðRD � 1Þ2*P
�

(19)

where Rd is the density ratio of the landslide classes, which is calculated

using Eq. (19) and P is the area ratio by landslide susceptible area to the

total area.

Rd ¼
Mi

Si

	P

Mi
P

Si
(20)

In Eq. (20),Mi is the pixels count in the domain and Si count of landslide-

affected pixels in the domain. Higher the Qs value range indicates more

desirability and less value of Qs indicates less desirability.

3. Results

3.1. Multicollinearity

The presence of collinearity among the conditioning factors is

examined through TOL and VIF in SPSS v23. Table 3 shows the TOL and

VIF of all factors. The TOL value for the conditioning factor ranges be-

tween 0.308 (TPI) and 0.998 (LULC) and the VIF value ranges between

3.252 (TPI) and 1.002 (LULC). It indicates all the conditioning factors are

free from multi-collinearity problem.

3.2. Relationship of conditioning factors and past landslides

The relationship between landslide and landslide conditioning factors

is evaluated by the weight (Wij) of factors measured by the index of

entropy. Table 4 shows the weights of landslide factors. As a result, nine

conditioning factors have significant contribution weight in landslide

susceptibility and others haven't significant weight in landslide suscep-

tibility. Among the factors, DTR was ranked first followed by NDVI,

Geom, elevation, curvature, slope, DTL, aspect and DTS. While the SPI,

TPI, Rn, TPI, TWI, geology and LULC haven't significant weight (Fig. 4).

The Entropy model not only measures the overall weight score of

conditioning factors, but it also considers the distinct probability (Eij) of

each sub-class of factors. Elevation in the study area ranges between 115

m and 1745 m and has the highest Eij found between 1131.36 m and

1745 m, followed by 875.68 m and 1131.35 m, 671.13 m and 875.67 m,

472.97 m and 671.12 m, and 115 m and 472.96 m. It is stated that

landslide probability increases with increasing elevation. Similarly, the

slope of the study area extends from 0 to 73�. The highest Eij value was

found between slope ranges 25�–40� and 40�–73�, followed by 15�–25�,

8�–15�, and 0–8�. It also demonstrated that the likelihood of a landslide

increases proportionally with slope. Aspect is considered an important

conditioning factor. It claims that the likelihood of a landslide is greatest

on slopes facing northwest, followed by west and southwest. Most of the

cases of landslides in Lunglei district are rainfall-induced, that is, by the

influence of the south-west monsoon. Curvature is classified into

concave, flat, and convex. In the area, convex slopes have the highest

probability of landslide, followed by concave and flat.

Three distance parameters, namely DTR, DTL and DTS play signifi-

cant roles in landslide occurrences. DTR shares a significant footprint

among distance parameters (Fig. 5). An inverse relationship, i.e., the

probability of landslide decreased with increasing distance from the

road. Landslide probability is highest within 0–300 m of the road in the

Lunglei district, followed by 901–1200 m, 601–900 m and 301–600 m.

There is no landslide reported beyond 1200 m. An opposite relationship

is found with the river. Landslide probability is highest within a distance

of 1501–2500 m from rivers in the area. It is found that landslide prob-

ability is increased with an increasing lineament distance. The likelihood

of a landslide is greatest between 1201 m and 1500 m from lineaments.

The geomorphology of the district is very generalized. Mainly mod-

erate dissected hills and valleys have high chance of landslide occur-

rences, whereas river bodies have a low possibility of landslide

occurrences. The NDVI, play an important role in landslide occurrence.

Landslides are most likely in the range of NDVI between 0 and 0.2, fol-

lowed by 0.2–0.4 and 0.4–0.6. There is no possibility of landslide oc-

currences if an NDVI value is found to be less than 0 and more than 0.6.

3.3. Landslide susceptibility

The model index of entropy is the most commonly used bivariate

Table 3

Multi-collinearity test by tolerance and VIF.

Factors Tolerance VIF

Elevation 0.524 1.907

Slope 0.325 3.077

Aspect 0.924 1.082

Curvature 0.356 2.808

SPI 0.867 1.154

TRI 0.521 1.92

Rn 0.768 1.303

TPI 0.308 3.252

TWI 0.743 1.345

R 0.702 1.319

DTR 0.924 1.082

DTL 0.874 1.145

DTS 0.777 1.287

Geology 0.754 1.327

Geom 0.815 1.227

NDVI 0.884 1.131

LULC 0.998 1.002
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Table 4

Spatial association of each conditioning factor and landslide by IOE co-efficient.

Factors Sub-classes % of A % of B Eij (Eij) Pij Hj Hj max Ij Pj Wj

Elevation 115–472.96 18.03 7.19 0.40 0.06 �0.25 2.00 2.32 0.14 1.29 0.18

472.97–671.12 30.94 16.77 0.54 0.08 �0.30

671.13–875.67 27.56 28.74 1.04 0.16 �0.42

875.68–1131.35 16.21 26.95 1.66 0.26 �0.50

1131.36–1745 7.25 20.36 2.81 0.44 �0.52

Slope 0–8 8.35 2.99 0.36 0.08 �0.29 2.10 2.32 0.09 0.90 0.08

8–15 14.65 5.39 0.37 0.08 �0.30

15–25 35.32 31.74 0.90 0.20 �0.46

25–40 36.62 52.69 1.44 0.32 �0.53

40–73 5.06 7.19 1.42 0.32 �0.53

Aspect �1 2.10 0.00 0.00 0.00 0.00 3.09 3.32 0.07 0.86 0.06

0–22.5 5.23 2.99 0.57 0.07 �0.26

22.5–67.5 13.07 13.77 1.05 0.12 �0.37

67.5–112.5 13.91 10.18 0.73 0.09 �0.30

112.5–157.5 11.48 10.78 0.94 0.11 �0.35

157.5–202.5 10.43 11.98 1.15 0.13 �0.39

202.5–247.5 13.77 16.77 1.22 0.14 �0.40

247.5–292.5 14.02 17.37 1.24 0.14 �0.40

292.5–337.5 11.21 14.37 1.28 0.15 �0.41

337.5–360 4.79 1.80 0.37 0.04 �0.20

Curvature �29.17–0 47.23 47.90 1.01 0.44 �0.52 1.34 1.58 0.16 0.77 0.12

0 6.04 1.20 0.20 0.09 �0.30

0–31.35 46.73 50.90 1.09 0.47 �0.51

SPI <0 13.53 12.18 0.00 0.19 �0.46 2.27 2.32 0.02 0.00 0.00

1–10 58.31 57.05 0.00 0.21 �0.47

11–20 19.67 22.44 0.00 0.24 �0.50

21–30 6.04 7.05 0.00 0.25 �0.50

31–40 2.45 1.28 0.00 0.11 �0.35

TRI 0–92 4.62 0.60 0.00 0.02 �0.13 1.81 2.32 0.22 0.00 0.00

93–180 26.29 10.18 0.00 0.07 �0.27

190–240 36.86 28.74 0.00 0.14 �0.40

250–320 24.71 40.12 0.00 0.29 �0.52

330–710 7.53 20.36 0.00 0.48 �0.51

Rn 0.11–0.3 3.25 1.20 0.00 0.08 �0.30 2.21 2.32 0.05 0.00 0.00

0.31–0.43 15.96 10.78 0.00 0.15 �0.41

0.44–0.5 35.75 34.13 0.00 0.21 �0.48

0.51–0.58 32.48 37.13 0.00 0.26 �0.50

0.59–0.89 12.57 16.77 0.00 0.30 �0.52

TPI �10.2–�1.4 8.03 7.19 0.00 0.17 �0.44 2.28 2.32 0.02 0.00 0.00

�1.3–�0.5 22.13 17.96 0.00 0.16 �0.42

�0.4–0.3 31.44 33.53 0.00 0.20 �0.47

0.4–1.2 27.34 23.95 0.00 0.17 �0.43

1.3–14.1 11.06 17.37 0.00 0.30 �0.52

TWI 2.47–5.68 15.46 19.76 0.00 0.31 �0.52 1.96 2.32 0.16 0.00 0.00

5.69–7.48 35.64 45.51 0.00 0.31 �0.52

7.49–9.28 33.23 25.15 0.00 0.18 �0.45

9.29–11.86 11.77 9.58 0.00 0.20 �0.46

11.87–22.42 3.90 0.00 0.00 0.00 0.00

R 36.6–37.4 36.97 14.97 0.00 0.14 �0.39 1.39 1.58 0.12 0.00 0.00

37.5–38 26.87 25.15 0.00 0.31 �0.52

38.1–38.6 36.16 59.88 0.00 0.55 �0.47

DTR 0–300 26.51 93.02 3.51 0.90 �0.13 0.60 2.32 0.74 0.78 0.58

301–600 20.79 1.55 0.07 0.02 �0.11

601–900 18.85 1.55 0.08 0.02 �0.12

901 - 1200 17.45 3.88 0.22 0.06 �0.24

1201–1500 16.41 0.00 0.00 0.00 0.00

DTL 0–300 18.90 6.25 0.33 0.07 �0.26 2.12 2.32 0.09 0.99 0.08

301–600 19.66 9.38 0.48 0.10 �0.33

601–900 20.24 25.00 1.23 0.25 �0.50

901 - 1200 20.77 28.13 1.35 0.27 �0.51

1201–1500 20.42 31.25 1.53 0.31 �0.52

DTS 0–500 16.28 9.58 0.59 0.13 �0.39 2.20 2.32 0.05 0.88 0.05

501 - 1000 13.47 8.38 0.62 0.14 �0.40

1001 - 1500 12.10 6.59 0.54 0.12 �0.37

1501–2000 11.30 15.57 1.38 0.31 �0.52

2001 - 2500 46.84 59.88 1.28 0.29 �0.52

Geology Barail 10.41 0.00 0.00 0.00 0.00 0.00 1.00 1.00 0.00 0.00

Surma 89.59 100.00 0.00 1.00 0.00

Geom Highly dissected hills 46.11 41.92 0.91 0.45 �0.52 0.99 1.58 0.37 0.67 0.25

Moderately dissected hills 52.94 58.08 1.10 0.55 �0.48

River 0.95 0.00 0.00 0.00 0.00

NDVI <0 0.01 0.00 0.00 0.00 0.00 1.09 2.32 0.53 0.94 0.50

0–0.2 9.01 29.94 3.32 0.71 �0.35

0.2–0.4 56.07 59.88 1.07 0.23 �0.49

(continued on next page)
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statistical analysis for landslide susceptibility mapping. Entropy de-

scribes uncertainty, imbalance, disorder, and the extent of the instability

of a system. For landslide prediction, the secondary reclassification of

seventeen landslide conditioning factors is reclassified according to Eij

values. In this study, we have considered two scenarios, in scenario 1,

only nine parameters are considered to have significant weightage based

on the IOE. This approach narrows down the focus to a select set of pa-

rameters that are deemed crucial in influencing the outcome or result

under consideration. By prioritizing these parameters, it allows for a

more streamlined and efficient analysis, reducing complexity and po-

tential noise in the data. On the other hand, Scenario 2 includes all pa-

rameters without any specific selection or weighting based on the IOE.

This approach takes into account the entire range of available parame-

ters, considering each one as potentially relevant to the analysis. This

comprehensive approach ensures that no potential influencing factors are

overlooked, providing a more holistic understanding of the situation.

In the first phase, nine conditioning factors having significant weight

for landslide were used for integration (Scenario 1). Consequently, all

seventeen conditioning factors were used for integration (Scenario 2).

The process of integration of conditioning factors has been done in a

raster calculator in a GIS environment using Eq. (20).

("Elev" * wj) þ ("slope" * wj) þ … … þ ("Lulc" * wj) (21)

The finding of a summation value for scenario 1 ranges between 0.86

and 0.21; and for scenario 2 it ranges between 0.45 and 0.11 which is the

upper and lower limit of landslide susceptibility. Intermediate values are

representative of the severity range. A natural break classification system

is performed for five landslide susceptibility levels in the current study

(Fig. 6). Susceptibility levels are named "Very high susceptibility", "High

susceptibility", "Moderate susceptibility", "Low susceptibility", and "Very

low susceptibility".

The area in km2 of different landslide susceptibility classes is tabu-

lated in Table 5. The very high susceptibility accounted for 16% and 14%

of the total area as per scenario 1 and scenario 2, respectively, mainly

located along the road section and the top of a mountain ridge. The high

susceptibility area is located parallelly with the very high susceptibility

zone, found in 26% and 25% of the total area as per scenario 1 and

scenario 2, respectively. On the other hand, the moderate susceptibility

zone isn't distributed in particular areas or regions. It is spread randomly

over the district and found in 25% and 24% of the total area based on

scenario 1 and scenario 2, respectively. Consequently, low susceptibility

zones were found in 22% and 23% of the total area as per scenario 1 and

scenario 2, while very low susceptibility zones accounted for 11% and

15% of the total area based on scenario1 and scenario 2, respectively, and

are mainly concentered along river courses. Furthermore, it is high-

lighted that most of the significant settlements, namely Lunglei, Serkawn,

Theriat, Leite, Hnahthial, and Pangzawl, are located in very high and

high susceptibility zones.

The different results obtained for the two types of scenarios can be

attributed to the contrasting approaches taken in parameter selection and

weighting based on the Index of Entropy (IOE). In Scenario 1, where only

nine parameters with significant weightage based on the IOE are

considered, on the other hand, in Scenario 2, all parameters are included

without any specific selection or weighting based on the IOE. The

divergent results obtained between the two scenarios stem from the

trade-offs between focus and comprehensiveness. Scenario 1 prioritizes

efficiency and optimization by concentrating on the most influential

parameters, thus providing more targeted and interpretable results. On

the other hand, Scenario 2 offers a broader perspective by considering all

parameters, potentially capturing additional nuances and interactions.

3.4. Model validation

A ROC curve is prepared using 30% (67 locations) of test landslide

locations with the same number of non-landslide locations. As a plot of

ROC (Fig. 7), the index of the Entropy model successfully predicts

landslide susceptibility in the Lunglei district under the same geo-

environmental conditions. The model justification is estimated through

the area under the ROC-AUC. It shows an excellent prediction of both

scenarios, the obtained AUCs were 0.947 for scenario 1 and 0.922 for

scenario 2. Furthermore, model desirability was examined through the

quality sum ratio. The first density ratio of each landslide severity class

was calculated, which is shown in Fig. 8. It is found to have the highest

density ratio in the high susceptible class, followed by very high

Table 4 (continued )

Factors Sub-classes % of A % of B Eij (Eij) Pij Hj Hj max Ij Pj Wj

0.4–0.6 34.91 10.18 0.29 0.06 �0.25

>0.6 0.00 0.00 0.00 0.00 0.00

LULC Buildup area 1.02 32.93 0.00 0.93 �0.10 0.45 2.32 0.81 0.00 0.00

Jhum land 13.31 24.55 0.00 0.05 �0.22

Water bodies 0.37 0.00 0.00 0.00 0.00

Sparse vegetation 59.43 41.92 0.00 0.02 �0.11

Dense vegetation 25.88 0.60 0.00 0.00 �0.01

Fig. 4. Radar chart showing the weight of respective landslide conditioning factors, (a) Scenario 1 (Nine factors), and (b) Scenario 2 (Seventeen factors).
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susceptibility, moderate susceptibility, low susceptibility, and very low

susceptibility classes. Table 6 depicted the quality sum of the current

landslide susceptibility map. This quality sum ratio of scenario 1 and

scenario 2 are 0.435 and 0.431 respectively also denotes the higher ac-

curacy of scenario 1.

4. Discussion

Landslide susceptibility modeling and optimization conditioning

factors were studied using the index of entropy model. Initially, 17

landslide conditioning factors were chosen by a literature survey for

landslide susceptibility mapping. It was found that among seventeen

factors, nine factors are more significant for landslide occurrence. The

elevation, slope, aspect, curvature, normalized difference vegetation

index, geomorphology, distance to road, distance to lineament, and

distance to river are dominant landslide-contributing conditioning fac-

tors. Further, seventeen landslide conditioning factors are considered for

scenario 2. No change in prediction accuracy is observed for increasing

conditioning factors. In both cases, the AUC reflects successful model

prediction. In the present study, distance to road played the highest role

in landslide susceptibility zonation using IOE. A similar result was re-

ported by Ayalew and Yamagishi (2005). NDVI is the second important

causative factor of the study area. Min et al. (2016) also documented that

NDVI is a dominant causative factor of landslides and NDVI value ranges

between 0.20 and 0.59 are more prone to landslides. On the other hand,

LULC, SPI, TRI, Rn, TWI, R, TPI and geology were not found significant

weightage for landslide susceptibility zonation. Jebur et al. (2014)

evaluated eleven landslide conditioning factors dividing them into two

data sets as eight and eleven combinations. It is found in the second data

set that the additional conditioning factors, namely soil, geology and

LULC not significant for LSZ in Bukit Antarabangsa, Malaysia. All-Najjar

et al. (2019) examined fourteen landslide conditioning factors for LSZ.

They tested four groups with different combinations. The result showed

that the group of eight conditioning factors was high prediction accuracy.

The incorporation of additional variables, such as geology, into the

dataset disrupted the correlation and flagged certain regions as being

susceptible to landslides. However, this classification may have been

misleading as it was based on just one landslide occurrence falling within

a specific geology type. Consequently, the algorithm was compelled to

assign significance to those regions. Although more conditioning factors

were considered, they did not improve accuracy and had the potential to

decrease precision.

Van Westen et al. (2003) provided an explanation for the limited

impact of including geological and land use/land cover (LULC) data on

the final outcomes. One of the main reasons for the reduced role of LULC

in landslide susceptibility was the conversion of shifting cultivation into

permanent agricultural practices in Mizoram (Sati, 2022; Lalengzama,

2016). Additionally, according to Barman et al. (2022b), most landslides

in Mizoram were concentrated along roads due to high human activities,

while the role of stream power index (SPI) and topographic position

index (TPI) was minimal due to the presence of stable rock conditions

and lower human activities in the valley regions (Fig. 9).

Fig. 5. Field photos (a) landslide along roads, (b) Water contain in the rock beds, and (c) Landslide in a concave slope.
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Our study concluded that the areas of high unplanned quarrying, road

cutting, and other human activities such as the Vawngzawl (building

material) quarry, are responsible for landslide occurrences. Also, in

sparse vegetation areas, the exposed rock is characterized by bedding and

crevasses that make the slopes easy to slide down. Therefore, it is best to

avoid this zone as much as possible for any type of construction. There is

a significant increase in landslides in the district (Barman et al., 2022b).

The study of Lallianthanga and Laltanpuia (2013) in the Lunglei town

area concluded that human activities with heavy rainfall trigger land-

slides. They also identified some stable areas for construction. So, the

present study found that river valleys are safe from landslides and rec-

ommended for human activities. Due to dense vegetation cover, low

elevation, low slope, low relief amplitude, flat curvature, low topo-

graphic ruggedness index and low roughness protect the river bank side

from landslides. Pachuau (2019) mentioned that slope angles below 30�

and flatted areas predominantly comes in low landslide zones. According

to Coe et al. (2004), the area having high elevation receivedmore rainfall

than lower elevation due to orographic effects. Traditionally Mizos prefer

high terrain altitude for their living. Roads in the district are commonly

constructed at high elevations. In Mizoram, in most cases, shale layers

play a sliding plane when coming into contact with percolating moisture

from rainfall (Bhusan et al., 2013). It is also recommended to avoid the

windward side (west, northwest, and southwest) due to the high rainfall

observed in this slope direction. Lunglei district disaster management

committee and MIRSC continuously work for landslide mitigation in the

Fig. 6. Spatial distribution of landslide susceptibility (a) Scenario 1 and (b) Scenario 2.

Table 5

Areal extension of landslide susceptibility zones.

Susceptibility zones Scenario 1 Scenario 2

Area in Km2 % of area Area in Km2 % of area

Very low susceptible 227.39 11 299.90 15

Low susceptible 447.19 22 455.28 23

Moderate susceptible 492.24 25 472.62 24

High susceptible 519.74 26 500.14 25

Very high susceptible 321.54 16 280.12 14

Fig. 7. Model validation result using receiver operating characteristic (ROC) with area under curve (AUC) (a) Scenario 1 and (b) Scenario 2.
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area. More govt. Level projects for landslide study and development

ecotourism, an alternative means of income for local people, can be

implemented for landslide mitigation.

5. Limitations and future study

In this study, a bivariate model using seventeen landslide condition-

ing factors was employed to calculate the Index of Entropy. However,

occasional errors may have occurred during the reclassification of clas-

ses, potentially impacting the predictions. It is important to note that

geotechnical parameters and soil parameters, which also play significant

roles in landslide susceptibility, were not considered in this study.

Additionally, the IDW interpolation method, which incorporated rainfall

information from all gauges, including neighboring districts, could have

resulted in lower prediction errors for landslide susceptibility zone (LSZ)

mapping. Furthermore, the lack of detailed information in the landslide

inventories, such as volume, length, area, width, and timing, limited the

proper validation of the results.

In future research, it would be beneficial to include all these factors

for creating LSZ maps and conducting comprehensive landslide risk as-

sessments. The incorporation of additional conditioning factors and

comparative assessment of different models would enhance the accuracy

of the predictions. Despite the limitations in the research procedure and

estimation mentioned above, the study's results are considered credible

and scientifically sound. Policymakers can utilize the findings of this

evaluation to improve their approach to landslide management.

6. Conclusions

The Lunglei district of Mizoram is located remotely from India's

mainland on dissected hills. During the monsoon period, landslides arise

Fig. 8. Density ratio for scenario 1 and scenario 2.

Table 6

Quality sum ratio of scenario 1 and scenario 2.

Scenario Prediction

classes

Area

(Km2)

Occurrence

area (km2)

Dr P Qs

1 Very low

susceptibility

227.390 0.009 0.382 0.113 0.435

low

susceptibility

447.187 0.015 0.311 0.223

moderate

susceptibility

492.244 0.031 0.600 0.245

High

susceptibility

519.742 0.098 1.790 0.259

Very high

susceptibility

321.539 0.059 1.730 0.160

2 Very low

susceptibility

299.899 0.011 0.369 0.149 0.431

low

susceptibility

455.284 0.016 0.346 0.227

moderate

susceptibility

472.620 0.033 0.698 0.235

High

susceptibility

500.139 0.091 1.813 0.249

Very high

susceptibility

280.118 0.051 1.798 0.139

Fig. 9. Field photos showing stable rock condition along the rivers.
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as a barrier to sustainable development. Few scholars have carried out

work in this area. Landslide prediction is a crucial task. The present study

focuses on landslide prediction mapping using the index of entropy,

based on criteria weighting and the incorporation of various topographic,

climatic, lithological, human, and distance factors. Further, the study

tried to determine an optimum number of landslide conditioning factors

for preparing LSZ in the area. The district faced extreme landslide

severity, especially along the major roads. The study focuses on landslide

susceptibility zonation at a district level. The IOE model successfully

predicted the likelihood of a landslide in the Lunglei district. The vali-

dation techniques, namely ROC and quality sum ratio, are used for ac-

curacy tests, which predicted very well. By tradition, local Mizo people

prefer jhum cultivation and have established their houses on the hill

slope. The deduction of vegetation cover from terrain directly hit by

rainfall is the cause of the landslide in Jhum lands. However, a suscep-

tibility map provides information about spatial landslide distribution and

is the baseline reference for future landslide assessment. Therefore, the

present study will be helpful for the regional planner, hydrologist,

geologist, and policymakers for the overall sustainable development of

the district.
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Abstract: Restructure the old input C++ programming system to make it suitable for reengineering, which necessitates humongous 

memory. This study has made significant contributions to the disciplines of system-on-chip design and on-chip memory management, 

among others. This paper presents a new technique for optimizing memory subsystems during system design that is suited to specific 

applications like re-engineering. This work can be improved to optimize memory controller activities and design challenges for distributed 

shared memory management. It has the capacity to manage an increasing number of processors simultaneously, as well as security and 

faster execution. The Xilinx 14.2 integrated simulation environment produces outstanding results when the proposed memory optimization 

approaches are fully integrated into the simulation, optimization, and code generation cycle. The proposed memory device has an extremely 

low on-chip power consumption of 0.0082 W, which amply demonstrates how well memory has been improved. 
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1. Introduction 

This A variety of high-speed applications, such as consumer 

embedded products, audio and video processing, 

multimedia animation (including 3D animation), and 

weather forecasting, were created by IC designers as a result 

of the development of VLSI technology [1]. Field 

programmable gate arrays (FPGAs) have only lately 

demonstrated their viability in decreasing the overall 

computational load placed on the CPU core of the primary 

processor. Data on the reconfigurable fabric, which is used 

by both the software and the hardware, is mapped using a 

memory mapping technique designed specifically for this 

resolution. This memory mapping approach is the 

foundation of the entire methodology. Parallel and 

distributed processing are two of the most cutting-edge 

areas of research being investigated right now in computer 

architecture. The shared memory architecture is generated 

in systems with physically distributed memories by 

incorporating the two aspects of both approaches. One of the 

most widely researched subjects in multiprocessor networks 

is the study of distributed shared memory. Traditional 

single-processor architectures are unable to push ahead with 

the expanding number of high-speed applications, requiring 

the creation of extremely sophisticated multiprocessor 

architectures. A multiprocessor, also recognised as a Multi 

core SoC or Multi processor System on Chip, is a device 

that enables the integration of multiple Intellectual Property  

 

(IP) cores in a single chip, which could be in the form of 

high-speed digital signal processors, controllers, hardware 

accelerators, memory blocks, and I/O blocks to perform 

multiple tasks while operating at different clock 

frequencies. 

Memory-management components of the operating system 

split each memory resource and load data across multiple 

types of memory at the system level. Part of the main-

memory content, for example, must be shifted to secondary 

storage, the disc. Virtual-memory and physical-memory 

layouts, redeployment to avoid fragmentation, and other 

more sophisticated jobs are among the more difficult tasks. 

The main memory is split into 2 parts: one for the operating 

system to handle globally, and one for each programme 

being performed, which requires a different type of memory 

management [2]. 

In real-time operating systems, memory management is 

handled in one of two ways: using a stack or using a heap. 

The stack management technique is used for context 

switching between jobs, whereas the heap management 

mechanism is used for dynamically giving space to tasks 

[3]. Even many researchers have investigated the most 

recent methodologies for co-optimizing test time and test 

power reduction techniques. These actions that incur 

overhead are seen as vital after prefetching, even if they are 

not finished. To limit the amount of time spent 

reconfiguring them, they must be re-used (In future 

iterations of the same task graph execution). As a result, 

reusing previously loaded configurations is one of the most 
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cost-effective ways to reduce overall reconfiguration 

expenses [4]. 

Kandemir et. al. extend their prior work to multi-processor 

systems in [5] by using a compiler-based scratchpad 

management mechanism. Array-dominated embedded 

applications, as previously stated, are the most common use 

case. When several processors are working in the same array 

or collecting data, data reuse is a critical notion for 

decreasing energy and delay. Se-Jun Kwon et al. (2017) 

proposed an efficient and effective fast compression 

technique for in-memory data [6]. The suggested technique 

takes advantage of the features of in-memory data that are 

often identified to increase efficiency. 

Dynamic Frequent Pattern Compression was developed by 

Yuncheng Guo et. al. as an adaptive non-volatile memory 

write approach based on frequent pattern compression [7]. 

The contents of cache lines are encoded using more types of 

common data patterns when utilizing DFPC, resulting in a 

greater compression ratio. In addition to regular metrics and 

cache hit rates, Esha Choukse et. al. included proposed 

mechanisms to incorporate correct virtual address 

translation, identify a region in the programme that is 

reflective of the compression ratio, as well as regular 

metrics and cache hit rates, in their methodology [8]. Dual 

dictionary compression was introduced as a last-level cache 

compression solution by David Kaeli [9]. It is feasible to 

make greater use of available die space while also boosting 

system memory speed by compressing data in the final level 

cache (LLC). 

Memory is a vital component of real-time applications due 

to the amount of time and money it takes to manage it 

properly. As a result, real-time system designers concentrate 

on minimising the worst-case execution time and memory 

consumption. A cost-effective memory manager is required 

in order to increase the performance of the real-time system. 

Most real-time systems employ static memory allocators for 

the random allocation and de-allocation of memory blocks, 

and this is the case for the most majority of such systems. 

The memory is allocated before the application enters the 

core real-time stage, in which the full physical memory is 

available as a single block and can be used as needed, at the 

time of compilation or launch of the programme, whichever 

occurs first. There is a problem with excessive memory 

consumption since the memory required to hold objects 

cannot be easily recovered because automatic memory 

management is not available. Programmers must create and 

manage distinct private memory pools in order to avoid 

wasting memory space on unneeded operations. Real-time 

systems based on multicore and multiprocessor 

architectures have grown in size and complexity, 

necessitating the flexible use of existing resources, such as 

memory [10], as a result of this growth. For real-time 

applications to achieve the predictable performance and 

flexibility necessary in the multiprocessor system era, 

dynamic memory management allocators will eventually be 

required [11], [12]. 

The process of uncovering the technological principles of a 

technology, object, or system by analyzing its structure, 

function, and operation is known as reverse engineering 

[13]. Reverse engineering binary executable code has 

proven effective in a variety of situations. It's used to move 

a system to a newer platform, unbundle monolithic systems 

into components and utilise them separately, and interpret 

binary code for untrusted code and malware. The ubiquitous 

use of C++ in many modern applications necessitates an 

understanding of the disassembly of C++ object-oriented 

code. Today, reverse engineering binary code is common, 

particularly for untrusted code and malware. Software re-

engineering is the process of improving or changing existing 

software so that it can be understood, managed, and reused 

as new software. Re-engineering is required when the 

system's software architecture and platforms become 

absolute and must be modified. The value of software re-

engineering stems from its capacity to recover and reuse 

items that already present in an out-of-date system. This will 

definitely reduce system maintenance costs and lay the 

groundwork for future software development. Furthermore, 

re-engineering needs huge memory. This paper presents 

design and optimization of distributed memory for re-

engineering. 

Memory access is a major performance constraint in many 

data-intensive applications. The system's performance and 

power usage are both impacted by delays in access. As a 

result, a memory hierarchy is the most popular solution to 

alleviating this bottleneck and ensuring efficient memory 

design. Between the CPU and the main memory, various 

levels of memory are utilised. It's common practise to keep 

small, quick memories close to the central processing unit. 

Memory instances get larger and slower as you go down the 

memory hierarchy. With growing memory size, energy 

efficiency declines in the same way that it has been 

previously stated. As can be seen in Figure 1, embedded and 

SoC devices use a variety of memory hierarchy systems.  

 

Fig. 1 Common memory architecture. 

There is a unique global naming strategy in place to keep 

such disputes at bay for all of the sites that use the shared 

data. One way to get access to remote computers' shared 
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data is by having the distributed shared memory system's 

memory controller do physical-to-logical address 

translation. A global directory of shared data items will be 

maintained by the memory controller for all sites. Here, the 

memory controller is a software layer that sits on top of the 

local memory and allows for virtual shared memory. Fig. 2 

shows how the system's memory controller will link to all 

of the system's local RAM and manage the system's virtual 

memory. Other than address conversion and fetching, it will 

schedule and optimize operations. However, if the shared 

data is of a smaller size, this approach would be 

inappropriate. In this case, the requesting site will be able to 

locate shared remote data after communicating with the 

memory controller.  

 

Fig 2. Memory controller Architecture. 

The shared zone represented in Fig. 3 is an illusion created 

by the memory controller, which is connected to each site 

and so appears to be shared. When a process requests access 

to external data, a request will be made to the memory 

controller by the process requesting access to external data. 

The data is organised using the shared variable as a guide. 

Sequential consistency does an excellent job of handling the 

coherence semantics. Additional effort was required for 

commercial application in order to make the system the 

most successful possible from a variety of perspectives. The 

concepts and languages of object-oriented programming can 

also be utilised to develop graphical user interfaces (GUIs). 

Meanwhile, the message-passing structure is more 

complicated to construct but relatively easy to expand. Both 

the shared memory structure and the message transmission 

must develop in lockstep with each other in order to function 

properly. A realistic solution for parallel system architecture 

can be found in distributed shared memory, but only after 

careful analysis of the conditions and their justification. 

 

Fig. 3 Memory mapping Architecture using shared 

memory. 

2. Proposed Memory Hierarchy and Methodology  

When it comes to high-performance, large-scale 

multiprocessor systems, optimizing the performance of 

distributed shared memory is critical. In the past, several 

constraints were solved; however, the core problem 

continues to exist: Below, we go into further detail on the 

DSM method, locking shared space, thrashing, concurrent 

access, page faults, extension, transparency, huge database 

support, and cost. The objective of this research project was 

to create a novel distributed shared memory architecture that 

uses software parameters to significantly outperform 

existing structural designs while handling distributed shared 

address spaces [14]. Additionally, as we move closer to the 

deployment of software distributed shared memory, a slew 

of considerations will come into play. Implementing a 

distributed shared memory system is achievable through the 

use of an expanded virtual address space architecture in 

conjunction with the application of a new operating system 

paradigm. Because of the use of replication and granularity 

selection for data transfer, this unique DSM technique 

(figure 4) improves the overall efficiency of the system by 

employing a sequential consistency mechanism. Each 

system node is equipped with a mapping manager, which 

acts as a bridge between the node's local memory and the 

shared virtual memory space on the network. Write-up 

protocols are used to keep track of what each node is looking 

up and performing on a given time frame. 
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Fig 4. Architecture of distributed multi core architecture. 

Configuration data must be downloaded from off-chip 

memory in order to map jobs onto the FPGA, as shown in 

Figure 5. A certain amount of energy is used and a delay is 

generated for each configuration data fetch from off-chip 

memory. To alleviate these overheads, a memory hierarchy 

consisting of two memories is used. One memory is 

optimised for High Speed (HS), while the other is optimised 

for Low Energy (LE). In comparison, HS memory has a 

shorter time delay and uses less energy than LE memory 

[15] –[18]. As a result, the configuration data is mapped in 

the suggested memory hierarchy using a mapping technique 

that decreases energy usage while still satisfying deadlines. 

 

Fig 5. Memory hierarchy for mapping the configuration 

data. 

Simulates memory operations, calculates access latency, 

and returns the result to the sim-outorder callback function. 

An example of the memory_ access latency function 

signature is as follows: 

unsigned int memory_accessJatency(struct mem_t· 

mem, int chunks, md_addr_t addr, enum mem_cmd 

cmd, tick_t now); 

This option has a mem t pointer that points to the sim-

outorder simulation program's mem t data structure. The 

second input, chunks, defines the total number of bytes 

sought by the processor/cache when it requests memory 

access (in sim-outorder, it is the L2 cache block size since 

the L2 cache is the only cache that requests for memory 

access). The address that the processor/cache is looking for 

as the initial address is specified by the addr option. The 

processor cycle that happened when the processor/cache 

requested the memory access is the final parameter. 

However, the latency number returned by memory access 

latency is a latency value relative to the 'now' argument, not 

the sum of the timing parameters (Tcmd, Trp, Trd, Teas, 

Twd, and data transmission).  

 

Fig 6. Flow of Memory Access. 

The function's return result can be a significant amount 

higher than the sum of the individual timings. Because the 

memory model may be idle or busy servicing the previous 

access when the processor/cache requests a memory access, 

this occurs. If the memory is processing another access, it 

must wait for the prior access to complete before servicing 

the current access. The memory access latency function 

(delay function) determines the earliest possible processor 

cycle (start time) for the memory access requested by the 

processor/cache. The latency function's primary goal is to 

achieve this. To determine if the access is a random type or 

a fast page type, the latency function will first call the get 

mem real bank, get mem bank, get mem channel, and is 

latched functions. The latency function will return a value 

after these functions have been called. The latency function 

will detect if the access is the initial memory access of the 

simulation (bus timer = 0) once the access type has been 

determined. If this is the case, the latency function will be 

disabled. If this is the case, the start time can simply be set 

to "now," and the access type can only be random (the initial 

access in a simulation must be random access). The latched 

row/page of all memory banks is set to row 0 when the mem 

t data structure is initialised, which means we must override 
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the result of the is latch function). As a result, if this isn't the 

first time the simulation has been accessed, latency is 

determined by comparing the value of the "now" parameter 

to the previous command start time (cmd timestamp + 

Tcmd) for the channel, with the greater value being used as 

the temporary start time. This is owing to the fact that no 

access can start before the previous one. The temporary start 

time will be increased as the function deals with more 

scenarios (i.e., moved further away from the current time). 

An access control method verifies whether local memory 

holds a valid copy of the data after it is allocated. If this is 

not the case, the mechanism uses an access policy to obtain 

up-to-date information or additional access permissions. 

The validity of a copy may be determined by the type of 

access; for example, duplicated copies are valid for reading 

but not for writing in most protocols [19] –[21]. Many 

researchers have explored the ways to restructure The 

Legacy C++ Program [22] –[26]. The access policy includes 

both the coherence protocol and the global allocation policy, 

which specify which node a request is forwarded to and how 

it is processed. Memory access policy for shared data 

objects residing locally and remotely is shown in Figure 6. 

This policy employs both messaging and access constraints. 

The policy may send signals telling other sites to invalidate 

their copies before permitting the local node to write its 

copy.  

3. Results and Discussion  

The RTL schematic for the cache memory compression 

block is shown in Figure 7. It is a design abstraction that 

represents the circuit in terms of digital signals flowing 

between hardware registers and is used in the design of 

integrated circuits. 

 

Fig. 7 RTL schematic memory block. 

The compression algorithms RTL schematic is displayed in 

Figure 8. Figure 9 summarizes the device utilization for the 

implemented design. After the synthesis, this is 

demonstrated. The number of devices used during the 

design and implementation phases can be calculated using 

this 

 

Fig. 8 RTL Schematic of the distributed memory using 

compression algorithm. 

 

 

Fig. 9 Device Utilization Summary. 

The suggested shared distributed memory (SDM) 

algorithm's power analysis is shown Table 1.  This analysis 

displays overall power and junction temperature. The Figure 

10 gives timing summary for the distributed memory. The 

proposed memory device consumes very less on-chip power 

consumption of 0.0082 W which clearly signifies the 

optimization of memory to a great extent. Furthermore, 

junction temperature of the distributed shared memory is 

nearly room temperature (25.4 0C), which clearly depicts 

using SDM the current processor operating properly with 

out any flaw and even not dissipating more heat. Henceforth 

the proposed distributed memory is very efficient for the 

next generation high speed computing.  
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Table 1 Power consumption and junction temperature of the 

Proposed Shared Distributed Memory. 

On-chip total Power 0.0082W 

Junction Temperature  25.4 0C 

 

Fig. 10 Timing summary. 

4. Conclusion 

A Scientists are now able to use high-performance 

computers as a viable alternative to the more out-of-date 

experiential and theoretical approaches. While attempting to 

explain the language used to create distributed memory 

systems, this part is included. Single-site networks are used 

for this memory controller. IP address of the memory 

controller node was utilised to establish a connection 

between the client machine and the memory controller node. 

A message on the output terminal of the memory controller 

verifies the connection. If all of the client processes are 

running on the same system, the memory controller can be 

connected to the local host. As a large-scale DSM system, 

future efforts can be prepared to improve algorithm 

strategies in order to expand the number of nodes. All will 

be able to access shared data items at the same time. To 

improve distributed shared memory management, this work 

can be improved to optimise memory controller tasks and 

design difficulties. It has the ability to handle an increasing 

number of processors at once, higher execution speed, and 

security. 

In order to decrease the energy used by the system for the 

refresh operations themselves as well as the energy used 

during the refresh activities themselves, further scheduling 

techniques can be used. Also, proposed distributed memory 

can be useful to restructure the input legacy C++ 

programming system. 
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With the burgeoning growth of the job market and a surge in applications, the processes of 

job recommendation and candidate selection have become complex and labor-intensive. 

The advent of new technologies such as machine learning has automated these processes, 

yet the unstructured nature of resumes, often in PDF format, necessitates laborious data 

extraction for efficient skill-based candidate screening and categorization. Ineffectual 

recruitment can result from mismatched skills. The system proposed in this study aims to 

address these challenges by automatically fetching and categorizing resumes, extracting 

critical information, and utilizing job descriptions for candidate selection and 

recommendations. Unstructured data from PDF documents is extracted using a PDF reader, 

and machine learning algorithms, specifically logistic regression and Gaussian Naïve 

Bayes, are employed for generating recommendations. In an innovative approach, this 

system not only classifies resumes but also recommends updates or rewrites. Performance 

of the proposed system is evaluated in terms of classification accuracy and the effectiveness 

of update recommendations, and results are compared with alternative models. This 

research represents a significant advancement in the application of machine learning to the 

automation of job recommendation and candidate selection processes. 
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1. INTRODUCTION

Resume screening represents a crucial step within a 

company's hiring process, permitting evaluation of potential 

employees prior to their recruitment. Furthermore, it facilitates 

the preparation of candidates for comprehensive examination 

[1]. The ultimate objective of resume screening is to identify 

suitable individuals for job vacancies, while concurrently 

preventing the company from overlooking exceptional 

candidates [1]. However, manual screening of resumes is a 

time-consuming and complex process, particularly given that 

each job vacancy typically attracts hundreds of resumes [2]. 

Although resumes generally adhere to a standard format, the 

specific skills and qualifications demanded by each role may 

necessitate varying levels of specificity in their creation [3]. 

The majority of contemporary job applications require 

electronic resumes. However, the development of resume 

screening approaches based on modern methodologies, 

knowledge discovery, and social networks remains in its 

infancy, with substantial research required prior to the 

implementation of commercial systems [4]. 

One notable limitation of resume screening is its reliance on 

candidate-provided content entered into job portals or 

electronic forms during the job application process. While job 

seekers may possess unique attributes that distinguish them, 

discrepancies may arise if the data entered does not match the 

content of the candidate's resume. At its most effective, resume 

screening could yield a list of individuals with similar 

resumes, and vice versa, but this could introduce significant 

bias and inaccuracies particularly in the case of numerous 

unsupervised searches [5]. Therefore, it is imperative that 

uploaded resume documents are screened for an effective job-

matching profile. Consequently, the extraction of useful data 

from these documents is essential. In this context, Natural 

Language Processing (NLP) can be employed to extract job-

matching attributes from the resume document [6]. The 

extracted attribute values can then be compared to the skill set 

requirements for recruitment, facilitating the identification of 

relevant jobs with commensurate salaries. 

What is Natural Language Processing? 

Natural Language Processing (NLP) is a process of 

breaking down the given input into component parts and 

interpreting their meaning. The process includes converting 

the input into a form that a computer can understand [7]. NLP 

can be employed to extract high-quality information from 

documents and queries by developing the computer’s ability 
to understand and communicate with humans in the human 

language. 

The rising use of social media applications such as 

Facebook, LinkedIn, Twitter etc. for job-seekers’ screening 
activities is likely to propel the growth of the NLP market. 

NLP being a demanded technique is used by researchers in 

extracting the most relevant information, identifying negative 

character traits, and more. In the recruitment industry resumes 
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need to be screened, and the process requires to be automated, 

and NLP is one among the appropriate method to interpret the 

resume [8]. Even well-written resumes will never be 100% 

successful without proper interpretation or extraction. The 

research is motivated by several factors, including the 

exponential growth in the job market and the subsequent 

increase in the number of job applications, which has made the 

recruitment process more complex and time-consuming. 

Additionally, the unstructured data in the form of pdf resumes 

has made it even more challenging to extract structured 

information to automate the screening process [9]. 

The proposed system is motivated by the need to ease the 

recruitment process by providing an automated solution to 

screen candidates, categorize them based on their skills, and 

recommend job updates or rewrites. This will help recruiters 

to efficiently and accurately identify the most suitable 

candidates for a job. 

Furthermore, the proposed system is also motivated by the 

need to reduce the mismatch between candidate skills and the 

skills demanded by industries, which can lead to 

ineffectiveness in all phases of the recruitment process. The 

system aims to ensure that the skills of the candidates are 

aligned with the skills required by the industry, resulting in 

more effective job candidate selections. 

Overall, the research is motivated by the need to improve 

the recruitment process by providing an automated and 

accurate system to screen candidates, categorize them, and 

provide job recommendations. The proposed system is 

expected to improve the efficiency and effectiveness of the 

recruitment process, resulting in more successful job 

placements. 

This paper utilizes NLP for effective data extraction from 

resume documents. NLP helps in analyzing every aspect of a 

resume and helps not only to screen the appropriate resume but 

also helps in recommending candidates to update or rewrite 

the resume if it is not on par with a standard resume. The 

satisfactory resumes are then classified according to the job 

description. 

2. LITERATURE SURVEY

This section emphasizes mainly on the recent research 

carried out on resume classification and recommendations.  

An automated resume ranking system, or screening system, 

is a type of bias identification mechanism that uses natural 

language processing (NLP) to produce human-readable ratings 

of an individual's educational, professional, and personal 

attributes that have been analyzed using a search query [10]. 

The resume ranking system relies on human contexts such 

as job titles, company names, and geography. This method 

measures individual attributes such as how the individual is 

perceived and how it is interpreted by others [11]. The Resume 

ranking system also known as job role assessment, is a method 

of matching users to positions using language patterns from 

resumes and job applications. 

Manual assessment or screening is somewhat biased 

because it relies heavily on how a person perceives or 

interprets the resume, whereas an automated resume screening 

system with a machine learning approach will remove the bias 

in screening the resumes. NLP (Natural Language Processing) 

can be utilized to match job applicants with job openings based 

on a keyword [12].  

Tejaswini et al. developed a resume ranking system [13], 

which used the KNN approach to rank and pick resumes from 

the available resume dataset. The best candidates can be 

identified using content-based suggestion, which selects and 

ranks a large number of Curriculum Vitae (CV) based on job 

descriptions and uses cosine similarity to identify the CVs that 

are most similar to the provided job description. According to 

experimental findings, the proposed system performs with an 

average text parsing accuracy of 85% and a ranking accuracy 

of 92%. 

A job recommendation system was developed by Mishra 

and Rathi using the enhanced DSSM (Deep Semantic 

Structure and modelling) [14]. The Deep Semantic Structure 

Modelling (DSSM) system employs semantic modelling of 

sparse data to increase system effectiveness by representing 

job descriptions and skill entities as character trigrams. The 

results of the DSSM model using two distinct datasets 

(Naukari.com and CareerBuilder.com) are compared, and the 

results of the proposed system are found to be better. Xavier 

initializer and Adam optimizer were used in the proposed 

approach.   

In the paper titled “Text Analysis for Job Matching Quality 
Improvement” [15], the authors proposed an approach for the 
recruitment or staffing agency to match the quality of 

candidates to the job. Key factors like commute time, job 

location, job type, hourly rates, and skill set are matched for 

improved quality in identifying the candidate. Using a text-

mining technique, the authors carefully examined text data that 

had been written by recruiters at a hiring agency in order to 

investigate these qualities. The authors were able to extract 

both positive and negative keywords that affected the 

matching result.  

A content-based recommendation engine is developed, it 

finds the best possibilities for a user by matching their interests 

and talents to the requirements of a job ad. To provide the 

required suggestion, the recommended engine makes use of 

various text filters and feature similarity algorithms. Similarity 

algorithms use topic models and the bag of n-grams as parts of 

feature vectors [16]. 

Conventional job recommendation systems work on 

classifying the resume based on the data stored as tables or 

CSV or Excel files, collected through the job application portal 

or through web forms in the resume [17]. The proposed system 

extracts or scrapes the data from the resumes that are pdf files 

and the proposed system along with classification also 

recommends the resume for updates or rewriting by 

classifying the resume as unsatisfactory resumes. All the 

resumes are verified for their quality, and if the resume does 

not convey any clear information, then the resume is classified 

as unsatisfactory and other resumes that clearly states the skill 

set of the candidate are classified as satisfactory. 

3. METHODOLOGY

The aim of the proposed system is to extract the data from 

the pdf files and to classify the resume as satisfactory and 

unsatisfactory resumes, then recommend rewriting to further 

strengthen the unsatisfactory resume and classify the 

satisfactory resumes based on the skill set. 

3.1 Overview of the proposed system 

The overview of the proposed system is depicted in Figure 

1. The system can be fragmented into three major modules.
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i) To Extract or scrape the essential data from the 

resume, that is in pdf format: 

 

For this task ‘PyPDF’ package is used. PyPDF is a Python 

library that allows for the manipulation of PDF files. PyPDF 

provides functionality for extracting information from PDF 

documents by analyzing their internal structure. 

 

 
 

Figure 1. Resume recommendation and classification system 

overview 

 

 
 

Figure 2. NLP model 

 

To extract information from a PDF document using PyPDF, 

one would typically follow the following steps: 

1. Open the PDF file using PyPDF. 

2. Access the desired page or pages within the 

document. 

3. Extract text or other content from the page(s). 

4. Close the PDF file. 

To accomplish these steps, PyPDF provides a variety of 

operational codes that can be used to interact with PDF 

documents. Some of the key operational codes for extracting 

information from PDF documents using PyPDF include: 

• PdfFileReader: A class that represents a PDF file 

and provides functionality for reading and parsing the file. 

• getPage: A method of the PdfFileReader class that 

allows for the selection of a specific page within the document. 

• extractText: A method of the PdfFileReader class 

that extracts text from a selected page. 

• numPages: A property of the PdfFileReader class 

that provides the number of pages in the PDF document. 

By using these operational codes, PyPDF enables users to 

extract information from PDF documents and perform a 

variety of other operations on the files. 

The first step is to install the 'PyPDF' package, once the 

package is installed, the next step is to import the required 

libraries and open the PDF file using the 'PyPDF' package.  

Next, we need to extract the text from the PDF file. We can 

do this by iterating through each page of the PDF file and 

extracting the text using the 'extractText()' function. 

After the text is extracted, it may contain unwanted 

characters or formatting, which needs to be cleaned. Pre-

processing can be done to clean the extracted text. This may 

include removing special characters, removing stop words, 

and tokenizing the text. 

In conclusion, the 'PyPDF' package is a useful tool to extract 

essential data from resumes in PDF format. Once the text is 

extracted, it can be further processed to clean and refine the 

data, making it useful for various applications, including 

candidate screening and job matching. 
 

ii) To classify the resume into satisfactory and 

unsatisfactory resumes: 
 

The data extracted from the pdf is pre-processed so that 

unnecessary data that does not impact the result is removed. 

The important function of this pre-processing is to extract only 

useful data. NLP (Natural Language Processing) is utilized in 

pre-processing. The process of pre-processing using NLP is 

depicted in Figure 2 and the algorithm is discussed as follows: 

 

Algorithm for Pre-processing the data extracted using PyPDF 

_______________________________________________ 

Input: Text extracted from a PDF document using the PyPDF 

package 

Output: Pre-processed text that is cleaned and refined for 

further use 

________________________________________________ 

1. Remove special characters from the text using regular 

expressions 

● Initialize a regular expression pattern to match all 

non-alphanumeric characters 

● Use the re.sub() function to replace all matches with 

a space character 

2. Convert the text to lowercase 

● Use the lower() method to convert all characters to 

lowercase 

3. Remove stop words from the text using the nltk 

package 

● Initialize a set of stop words using the 

stopwords.words('english') method 

● Tokenize the text using the word_tokenize() 

function from the nltk package 

● Use a list comprehension to remove all stop words 

from the tokenized text 

4. Tokenize the text using the nltk package 

● Use the word_tokenize() function to split the text 

into individual tokens 

5. Perform stemming using the Porter Stemmer 

algorithm from the nltk package 

● Initialize a PorterStemmer() object 

● Use a list comprehension to apply the stemming 

algorithm to each token in the tokenized text 

6. Return the pre-processed text as a list of stemmed 

tokens 

_________________________________________________ 
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Further, the classification is performed using machine 

learning models. Four benchmark models namely logistic 

regression [18], Gaussian Naïve Bayes [19], SVM, and 

Decision tree Classifier [20] are trained using a set of 

satisfactory and unsatisfactory resumes. Once the model is 

trained, it is used for the classification of the resumes as 

satisfactory and unsatisfactory. Satisfactory resumes are 

considered for job recommendations and unsatisfactory 

resumes are recommended for upgrade or rewrite. The 

satisfaction of a training structure in machine learning 

approaches can be judged based on several criteria, including: 

1. Accuracy: This measure how well the model predicts

the correct class labels for the test data. Higher accuracy 

indicates better performance. 

2. Precision: This is the ratio of true positive predictions

to the total number of positive predictions. It measures the 

ability of the model to identify true positives and avoid false 

positives. 

3. Recall: This is the ratio of true positive predictions to

the total number of actual positive instances in the test data. It 

measures the ability of the model to identify all positive 

instances, including those that might be missed. 

4. F1 Score: This is the harmonic mean of precision and

recall. It provides a balanced measure of both metrics and is a 

good indicator of overall performance. 

The results of the models are recorded for accuracy, 

Precision, Recall, and F1Score and later compared in the 

results section. 

Figure 3. Word cloud generated for an unsatisfactory resume 

Figure 4. Word cloud generated for a satisfactory resume 

The output from the NLP model is fed to the machine 

learning models. To better understand the standard of the 

resume, a word cloud is generated. Word cloud is a way of 

visualizing content or data. The most frequently used words in 

the resume will be generated as a word cloud for a better 

understanding of what skill set the candidate has. Figure 3 

shows the word cloud of an unsatisfactory resume where the 

recruiter could not come to a conclusion on the expertise of the 

candidate, whereas the word cloud depicted in Figure 4 clearly 

showcases the expertise of the applicant. 

iii) Classify satisfactory resumes for job 

recommendations based on skill set: 

The skill set of the satisfactory resumes extracted using NLP 

is stored and the distinct skills are identified. For instance, the 

skillset required for Business analytics is extracted from the 

set of business analytics resumes as [‘Tableau’, ’Pandas’, 
‘Artificial Intelligence’, ’Pyspark’, ‘IBM Watson’, ’Sklearn’, 
‘R programming’, ‘Keras’, 'Map 
Reduce’, ’Modelling’, ’Regression’, ‘Dundas 
BI’, ’Patterns’, ’Data Mining’, ‘Plotly’, ’Text 
Mining’, ’Oops’, ’Deep Learning’, ’Web Analytics’, ’Time 
Series’, ’Regression’, ’Tensorflow’, ’Azure’, ’Linear 
Regression’, ’Logistic Regression’, ’Decision Tree’, ’Random 
Forest’, ’Data Structure’, ‘Keras’].  The skillset likely grows 
with the increase in the number of resumes used for training. 

As more resumes for a specific job role are used for training 

the model becomes more effective. The resumes are 

categorized based on the extracted data for each job 

description and the distribution of the categories is visualized 

in the results section. The job recommendations are done 

based on the category of the resume. The job description or 

requirement is used as the input and the appropriate 

candidate’s resumes are fetched as recommendations based on 
the extracted info. The performance of the models is measured 

using accuracy, where accuracy is the number of correct 

predictions among the total predictions made, it is calculated 

using Eq. (1) as below. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦𝑡𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒 (1) 

The percentage of accurate predictions made by the model 

is measured by accuracy. Accuracy alone might not be 

sufficient in cases with unbalanced data, where the proportion 

of instances in each class differs dramatically. 

What percentage of the positive forecasts is actually 

positive, according to a criterion called precision? It shows 

how well the model is determining a class's true positive 

values.  

What percentage of all the real positive records are 

accurately identified, according to recall? It shows how 

successfully a model can locate each instance that belongs to 

a class. Recall is calculated for each class in multiclass 

classification tasks and then averaged using either a macro-

average or a micro-average. 

Recall is a metric used to measure the ability of a model to 

identify all relevant instances of a particular class. Macro-

average and micro-average are two ways to calculate the 

average recall score across all the classes in a multiclass 

classification task. 

In macro-average recall, the recall score for each class is 

first calculated separately, and then the average of those scores 

is taken. This approach treats each class equally, regardless of 

its size or frequency in the dataset. 

On the other hand, in micro-average recall, the recall score 

for each class is calculated and then averaged, taking into 

account the size or frequency of each class. This approach 
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gives more weight to classes that have more instances in the 

dataset. 

The main difference between macro and micro-averaging is 

that macro-averaging gives equal weight to each class, while 

micro-averaging gives more weight to larger classes. 

Therefore, if there is a class imbalance, micro-average recall 

would be more appropriate than macro-average recall. In the 

proposed system, recall is calculated using macro average. 

The weighted harmonic mean of precision and recall is 

known as the F-Score, and a score of 1 denotes the highest 

possible precision and recall values. It is a helpful indicator for 

assessing the model's overall performance. 

4. RESULTS AND DISCUSSIONS

4.1 Dataset exploration 

Two datasets are used in the proposed approach, one for 

classifying satisfactory and unsatisfactory resumes. One for 

categorization of the resumes as per the job description. A total 

of 150 resumes are used for classifying satisfactory and 

unsatisfactory resumes, 75 for each category. A total of 500 

resumes are used for training the model for job categorization 

with 141 job descriptions. For every job description, a set of 

skill sets is stated that has around 30 to 50 keywords. The skill 

set generated by the model is compared with a reputed job 

portal website https://www.hireitpeople.com/resume-

database/ and found that the skillset fetched using the trained 

models is above par as per the requirement. 

4.2 Model evaluation 

The resumes are segregated as satisfactory and 

unsatisfactory and the accuracy of the models is compared. 

Logistic regression and Gaussian Naive Bayes perform better 

among the four models. Table 1 shows the accuracy attained 

among the models. 

The frequently used words in the resume will be extracted 

for a better understanding of what skill set the person has. The 

algorithm used to find the frequency distribution of words is 

given as follows. 

1. Read the sample resume file and store it as a string

variable. 

2. Clean the text data by removing any non-

alphanumeric characters (punctuation, special characters, 

etc.), and convert all text to lowercase. 

3. Tokenize the cleaned text into individual words.

4. Create an empty dictionary to store the frequency

count of each word. 

5. Loop through each word in the list of tokenized

words: 

a. If the word is not already in the dictionary, add it with a

value of 1. 

b. If the word is already in the dictionary, increment its

value by 1. 

6. Sort the dictionary by value in descending order to

get a list of the most frequently used words. 

7. Output the list of words and their frequency count.

Most frequent words are plotted as a frequency distribution

graph for a sample resume as depicted in Figure 5. 

The resumes are categorized based on the job categories and 

once the job description is given as the input, the resumes 

applicable for the job are fetched and given. The number of 

resumes belonging to the top 30 categories is displayed in 

Figure 6 as a bar graph. 

Table 1. Accuracy of the models 

S. No Model Name Accuracy 

1 Logistic Regression 0.9763 

2 Gaussian Naive Bayes 0.9516 

3 SVM 0.333333 

4 Decision Tree Classifier 0.8943 

Figure 5. Frequency distributions of words in a sample 

resume 

Figure 6. Resume categories with their numbers 

Several resumes fall under multiple categories for example 

a same resume is applicable for backend developer and also 

for database engineers, similarly the same resume that is 

categorized under subject matter expert (SME) is applicable 

under other categories also. Hence there is an overlap in 

several categories. The accuracy of models was tested with a 

different set of resumes. The accuracy measure is depicted in 
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Figure 7. As the number of resumes increase during training 

per category the accuracy also varied. For instance, with less 

number of resumes logistic regression performed well, when 

the number of resumes increased per category, Gaussian Naive 

Bayes performed well. The category of PHP developer was 

considered for reference and a total of 30 resumes were used 

for training and 15 resumes were tested for accuracy. Thus 

logistic regression model can be utilized when less number of 

resumes are there and Gaussian Naive Bayes can be utilized 

when more resumes are available for training the data. 

Figure 7. The accuracy measure 

From the table, it is observed that the accuracy of models 

SVM and Decision Tree Classifier is lower than the accuracy 

of models Logistic Regression and Gaussian Naive Bayes. 

The reason for the lower accuracy of model SVM could be 

because SVM is a linear classifier that works well when there 

is a clear linear separation between the classes. If the classes 

are not linearly separable, SVM may not perform well. In the 

context of resume classification, as the features are not linearly 

separable, such as there are overlapping skills or qualifications 

between job categories, hence SVM suffers to achieve the 

accuracy and it is not be the best model. 

The reason for the lower accuracy of model Decision Tree 

Classifier could be because decision trees are prone to 

overfitting when the tree depth is too large or when there are 

too many features. Overfitting occurs when the model fits the 

training data too well, and as a result, it fails to generalize to 

new data. In the context of resume classification, possibility of 

the decision tree model for overfitting the training data is high, 

hence it is not able to classify new resumes accurately. 

As discussed earlier accuracy calculation alone does not 

prove the system to be effective the other metrics precision, 

recall and F-measure were also measured and depicted as in 

the following Table 2 and also as a graph in Figure 8. 

Table 2. Performance measures of the models 

S. No Model Name Precision Recall 
F-

Measure 

1 
Logistic 

Regression 
1.0 0.99 0.99 

2 
Gaussian Naive 

Bayes 
0.99 0.97 0.97 

3 SVM 0.49 0.35 0.37 

4 
Decision Tree 

Classifier 
0.96 0.91 0.92 

Figure 8. Performance measures of the ML models 

The performance of the models remains quite similar for all 

the job categories. With a resume that can be applicable for 

multiple jobs and with the increase in the number of applicants 

with multiple skill sets, the process of resume screening will 

lead to high complexity. 

5. CONCLUSION AND FUTURE SCOPE

The proposed system was able to extract the skill sets of a 

candidate from the resume which is in the pdf format using 

NLP. The NLP extracts the skillsets precisely which is 

evaluated for the standard resume. The machine learning 

models to successfully classify the satisfactory and 

unsatisfactory resume are implemented and the accuracy of the 

models were compared. Categorization of resumes for various 

job categories is also realized and it is observed that Gaussian 

Naïve Bayes and logistic regression perform well over the 

other two models.  

The Proposed system would ease the resume screening 

process by reducing and recommending unsatisfactory 

resumes from the total resumes available. The resume 

categorization is also performed so that the screening will 

bring only the appropriate resume for the job description 

searched.  

The system can be further enhanced by splitting the resume 

into sections and exactly predicting the sections of the resume 

to be strengthened so that the resume gains more visibility 

among the recruiters and falls under the satisfactory category 

in the next screening.  

Multilingual support: The proposed system is currently 

designed for resumes in English. Multilingual support can be 

added to enable screening of resumes in different languages. 
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Abstract: Face detection and emotion recognition are two closely connected tasks in computer vision that include analysing facial images 

to identify faces and detect the emotions expressed by the individual. Face detection is the way of localizing and locating faces within 

image or video frames. The objective is to detect the presence and position of faces, by drawing bounding boxes around them. Facial 

emotion recognition (FER) aims to detect and classify the emotions expressed by individuals based on facial expressions. Typically, this 

task can be done after face detection, where the faces detected are analysed further for emotional cues. Emotion recognition can be advanced 

by means of classical deep learning (DL) or machine learning (ML) techniques. Contemporary research on emotion classification has 

accomplished grand performance over DL based approaches. This article introduces an Optimal Deep Convolutional Neural Network based 

Face Detection and Emotion Recognition model (ODCNN-FDER) technique. The aim of the ODCNN-FDER technique is to detect faces 

and identify the existence of different emotions in them. To achieve this, the ODCNN-FDER technique initially employs Multi-Task 

Cascaded Convolutional Neural Network (MCCNN) model. Next, the fusion based feature extraction process is involved using two DL 

models namely EfficientNetB3 and InceptionResNetV2. For emotion recognition, Convolutional Attention Gated Recurrent Neural 

Network (CAGRNN) model is used. Lastly, root mean square propagation (RMSProp) optimizer was exploited for the optimal 

hyperparameter tuning of the CAGRNN approach. The performance validation of the ODCNN-FDER methodology was tested on the FER-

2013 database. The experimental values highlighted the improved face detection and FER results of the ODCNN-FDER technique over 

other models.  

Keywords: Computer vision, Deep learning, Face detection, Facial emotion recognition, RMSProp optimizer 

1. Introduction 

Nowadays, face recognition and detection methods 

including facial expressions analysis are an efficient 

research field in the Computer Vision (CV) community 

[1]. Face detection is a computer technology that can give 

a digital video or image, identify the facial features, and 

determine the sizes and positions of human faces by 

excluding anything else like, bodies and buildings, trees 

existing in the video or image. This detection and 

localization of human faces is a pre-requisite for 

recognizing faces or analysing facial expressions, which is 

utilized in applications like Human Computer Interface 

(HCI), video monitoring, and image database 

management [2]. A machine can recognize and detect an 

individual’s face utilizing a normal web camera. But the 
factors such as a blurry or contrasting image in shadows, 

absence of proper brightness or lighting of an image, and 

viewing a person from an angle can considerably increase 

the complication for detecting a face [3]. In the year of 

1990s, face recognition has been a prominent field of 

investigation but still it is less dependent than face 

recognition and far away from being considered an 

effective technique of user authentication [4].  

In recent decades, Emotion recognition is a technique that 

has been achieving plenty of interest with the growth of 

Artificial Intelligence (AI) techniques. This could be 

obtained by investigating the facial expressions or voice 

tone, body postures [5]. In this research, the main focus is 

on recognizing emotions by applying facial expressions. 

Gathering the facial expression of other individuals 

supports human communication by understanding the 

purposes of others [6]. The technique of Facial Emotion 

Recognition (FER) is a booming area of research, which 

has the utilizations like Human-Machine Interaction 

(HMI), computer animations, and different learning 

processes – comprehending the internal state of attention 

of the learners [7]. The method of vision sensor based FER 

has fascinated attention in existing research and has higher 

capability of FER recognition in real-time. In the vision 

based FER, the researchers mainly concentrated on seven 

basic expressions like disgust, happiness, fear, anger, 

surprise, sad, and neutral and it categorized the FER into 

2 sub-categories namely traditional and DL based 

approaches [8]. The requirement for intelligent 
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technologies for deciding a potential user has needs and 

desires and then selecting an effective action method has 

rocketed with the wide acceptance of intelligent 

technology in modern life. Moreover, CV and DL 

techniques are applied in almost all engineering domains 

and social spheres like manufacturing, medical imaging, 

speech and text recognition, and emotion recognition [9]. 

Despite the important achievement of traditional FER 

algorithm based on the extraction of manual features, in 

previous decades, researchers have changed their attention 

to the DL method because of its outstanding capability of 

automatic recognition [10]. 

This article introduces an Optimal Deep Convolutional 

Neural Network based Face Detection and Emotion 

Recognition model (ODCNN-FDER) technique. The aim 

of the ODCNN-FDER technique is to detect faces and 

identify the existence of different emotions in them. To 

achieve this, the ODCNN-FDER technique initially 

employs Multi-Task Cascaded Convolutional Neural 

Network (MCCNN) model. Next, the fusion based feature 

extraction process is involved using two DL models 

namely EfficientNetB3 and InceptionResNetV2. For 

emotion recognition, Convolutional Attention Gated 

Recurrent Neural Network (CAGRNN) model is used. 

Lastly, root mean square propagation (RMSProp) 

optimizer was exploited for the optimum hyperparameter 

tuning of the CAGRNN algorithm. The performance 

validation of the ODCNN-FDER method is tested on the 

FER-2013 dataset.   

2. Related Works 

Jain et al. [11] present a novel Squirrel Search Optimizer 

with DL Enabled Facial Emotion Recognition (SSO-

DLFER) approach for Autonomous Vehicle Drivers. The 

presented SSO-DLFER system follows 2 main procedures 

such as emotion recognition and face detection. The 

RetinaNet approach was utilized at primary step of face 

recognition method. For emotion detection, the SSO-

DLFER approach executed the NASNet Large feature 

extraction with GRU method as a classification. In order 

to enhance the emotion detection solution, the SSO-based 

hyper-parameter tuning process was executed. In [12], a 

DL- based structure was presented for human emotion 

recognition. The presented structure utilizes the Gabor 

filtering for feature extraction and CNN for classification.  

Nasri et al. [13] present a FER method from static image 

dependent upon Xception CNN structure and K-fold 

cross-validation approach. The presented method can be 

enhanced by utilizing the fine-tuned system. The Xception 

approach pre-training on ImageNet dataset for object 

detection can be fine-tuned for recognizing 7 emotional 

states. Gao et al. [14] introduce an automatic optimizer 

structure utilizing binary coding method and GPSO with 

gradient penalties for selecting the design. 

Such SI optimizer methods can be employed but not 

widely utilized, and the present work concentrates on 

methods with set depth of networks. Shao and Qian [15] 

presented 3 new CNN approaches with various structures. 

A primary one is a shallow network termed Light-CNN 

that is fully CNN comprising 6 depthwise separable 

residual convolutional elements for resolving the problem 

of difficult topology and over-fitting. The secondary one 

is dual-branch CNN that extract typical LBP features 

and DL feature in parallel. The tertiary one is a pre-

training CNN that is planned by TL system for 

overcoming the lack of trained instances.  

In [16], a DL-based method was presented for detecting 

the facial expression of persons. The presented system 

comprises 2 parts. The previous one learns local features 

in face images utilizing a local gravitational force 

descriptor, but, in the end, the descriptor was provided as 

new DCNN approach. The presented DCNN contains 2 

branches. A primary branch searches geometric features 

like curves, edges, and lines; but holistic features were 

extracted by secondary branch. Cui et al. [17] introduce an 

endwise Regional-Asymmetric CNN (RACNN) for 

emotion detection that comprises temporal, regional, and 

asymmetric feature extractions. Especially, continuous 1-

D convolutional layers can be employed in temporal 

feature extraction for learning time–frequency 

representations. Afterward, the regional feature extraction 

comprises two 2-D convolutional layers for capturing 

regional data amongst physically nearby channels. 

3. The Proposed Model 

In this study, we have concentrated on the development of 

the ODCNN-FDER technique. The major intention of the 

ODCNN-FDER technique is to detect faces and identify 

the existence of different emotions in them. To achieve 

this, the ODCNN-FDER method follows two most 

important processes: MCNN based face detection and 

emotion recognition. Fig. 1 depicts the overall flow of 

ODCNN-FDER algorithm. 

 

Fig. 1. Overall flow of ODCNN-FDER algorithm 
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3.1. Face Detection using MCCNN Model 

Primarily, the MCCNN algorithm is used for automated 

face detection process. MCCNN is used as a solution for 

face alignment and detection [18]. The process comprises 

three phases of convolution network that are capable of 

recognizing faces and landmark locations like mouth, 

nose, and eyes. Initially, it exploits a shallow CNN to 

rapidly generate candidate window. Next, through more 

complex CNN it refines the candidate window. At last, it 

exploits a CNN to further refine the result and output the 

facial landmark position which is more complex than the 

others. At first, take the image and rescale it to dissimilar 

scales for building an image pyramid viz., input of three-

stage cascaded networks. 

Stage1: Proposal Network (P-Net) 

A full convolution network (FCN) is the first stage. The 

only distinction between a FCN and a CNN is that a FCN 

doesn’t apply dense layer as part of the architecture. This 
P-Net was employed for achieving candidate windows and 

their bounding box regression vector. Bounding box 

regression is a traditional way of predicting the 

localization of boxes once the objective is to detect an 

object of some predefined classes. Some refinement can 

be done after attaining the bounding box vector, for 

combining overlapping regions. After refinement, each 

candidate window is used to decrease candidate counts. 

Stage2: Refine Network (R-Net) 

At the last stage, each candidate from the P-Net was given 

into the R-Net. Further, the R-Net decreases the volume of 

candidates, performs calibration with bounding box 

regression, and exploits non-maximum suppression 

(NMS) to combine overlapping candidates. The R-Net 

output if the input is a face or not, is a ten-element vector 

for the localization of facial landmarks, and a four element 

vector that is bounding box for faces. 

Stage3: Output Network (O-Net) 

This phase could not be unlike the R-Net, however, this 

Output Network purposes to define the face in further 

detail and output the 5 facial landmarks’ place for mouth, 
eyes, and nose. 

3.2. Process involved in FER Technique 

In the second phase, the FER process takes place using 

three subprocesses namely fusion based feature extraction, 

CAGRNN based classification, and RMSProp based 

parameter tuning. 

3.2.1. Fusion based Feature Extraction 

In this stage, the fusion based feature extraction procedure 

takes place using two DL models namely EfficientNetB3 

and InceptionResNetV2. EfficientNet presents an 

exceptional method for scaling NN by improving 

precision, depth, and width [19]. The CNN method scaling 

model revolves around the application of compounded 

coefficients that uniformly scale-up the dimension, width, 

and depth of the network. Furthermore, EfficientNet is a 

kind of DL algorithm that is derived in baseline model 

introduction by using NN search. The basic component of 

EfficientNetB0 is a mobile inverted bottleneck 

convolution (MBConv) that is somewhat adapted due to 

the more of special block called a squeeze-and-excitation 

optimization block. Therefore, every MBConv block 

relies on shortcut connection and depth wise convolution 

layers between the blocks. EfficientNetB3 is a CNN 

model designed by researcher workers at Google that 

attained remarkable performance on the ImageNet 

classification tasks. The architecture belongs to the family 

of EfficientNet model that is developed to accomplish 

higher performance while being computationally 

effective. It exploits the synthesis of convolutional layers 

with diverse kernel sizes along with squeeze-and-

excitation elements that selectively increase relevant 

features. 

Inception-ResNetv2 is a deep CNN (DCNN) architecture 

which integrates the Inception model from the Inception 

network and the residual connection from the ResNet 

model [20]. It was developed as an improvement to the 

original Inception and ResNet models to enhance their 

accuracy and performance. The basic concept behind 

Inception-ResNetv2 is to resolve the problems of training 

deep neural networks. The deep network tends to suffer 

from gradient vanishing problems, where the gradient 

becomes very smaller during backpropagation, which 

makes them challenging for the network to learn 

efficiently. Residual connection, as presented in ResNet, 

lessens these problems by the network for learning 

residual mappings rather than direct mapping. Inception 

ResNetv2 integrates the Inception model, which is 

developed to capture multiscale features by applying 

dissimilar filter sizes (1x1, 3x3, 5x5) in similar branches 

and concatenating their output. This allows the network to 

capture local and global data at dissimilar scales. The 

residual connection skips more than one layer and directly 

feeds the input to the output, which makes it easier for the 

network to learn residual data. 

3.2.2. CAGRNN based Classification 

For emotion detection and classification process, the 

CAGRNN model is exploited. Recurrent neural network 

(RNN) exploits historic data instead of the present data for 

classification. In addition, a bi-directional RNN (BRNN) 

architecture was introduced, which uses past and present 

data [21]. Hence, two RNNs are employed to implement 

the forward and reverse functions. The output was 

connected with the same output layer for recording the 

feature sequence. An additional bi-directional GRU 
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(BiGRU) model was proposed based on the BRNN model, 

which replaces the hidden state of BRNN with the single 

GRU memory units. Now, the combination of these two 

BiGRU models with attention mechanisms is considered 

an AGRNN. Fig. 2 showcases the framework of 

CAGRNN method. 

 

Fig. 2. Architecture of CAGRNN model 

Assume an 𝑚‐dimensional input dataset as (𝑦1, 𝑦2, … . , 𝑦𝑚). The hidden state in the BGRU generates 

an output 𝐻𝑡1 at 𝑡1 time interval is given below; �⃗⃗� = 𝜎 (𝑤𝑒𝑦𝐻⃗⃗⃗⃗ ⃗⃗  𝑦𝑡1 + 𝑤𝑒�⃗⃗⃗� �⃗⃗⃗� �⃗⃗� 𝑡1−1 + 𝑐�⃗⃗� )   

   (1) 

 �⃗⃗⃖�𝑡1 = 𝜎 (𝑤𝑒𝑦𝐻⃖⃗⃗⃗ ⃗⃗ ⃗𝑦𝑡1 + 𝑤𝑒�⃗⃗⃗⃖��⃗⃗⃗⃖� �⃗⃗⃖�𝑡1−1 + 𝑐�⃗⃗⃖�)  

   (2) 

 𝐻𝑡1 = �⃗⃗� 𝑡1 ⊕ �⃗⃗⃖�𝑡1        

(3) 

 

Where𝑤𝑒 represents the weighted factor for two connected 

layers, 𝑐 shows the bias vector, 𝜎 denotes the activation 

function,�⃗⃗� 𝑡1 and �⃗⃗⃖�𝑡1 represents the positive and negative 

outputs of GRU,⊕ and denotes the bitwise operator. In the 

CAGRU, the convolutional layer was widely used for the 

feature maps or input sequences for capturing spatial data. 

Then, the attention module is used to calculate attention 

weight over the convolutional feature, which highlights 

the crucial region. The weighted feature was combined 

and fed into the GRU that sequentially process them to 

capture temporal dependency. The last output of the 

network can be utilized for dissimilar tasks namely 

regression, classification, or sequence generation. 

3.2.3. Hyperparameter Tuning 

At the final stage, the RMSProp optimizer is used. 

AGRNN is a hybrid network of BiGRU with the attention 

module. The main concept behind RMSprop is to keep the 

moving average of the squared gradient for all the weights 

[22]. In RMSProp learning rate is automatically adjusted 

and it selects a dissimilar learning rate for all the 

parameters. RMSProp splits the learning rate by the 

average of the exponential decay of squared gradient. The 

RMSprop optimizer attempts to restrict the oscillation in 

the vertical direction that consecutively assists in 

increasing the learning rate such that the model takes large 

step in the horizontal direction and converges faster. The 

calculation of RMSprop is shown in the following. The 

value of momentum is signified as 𝛽 and is generally fixed 

as 0.9. 𝑣𝑑𝑤 = 𝛽 ⋅ 𝑣𝑑𝑤 + (1 − 𝛽) ⋅ 𝑑𝑤2       

(4) 

 𝑣𝑑𝑏 = 𝛽 ⋅′ 𝑣𝑑𝑤−⊢(𝑥−𝛽)⋅𝑑𝑏2
   

   (5) 

 𝑊 = 𝑊 − 𝛼 ∙ 𝑑𝑤√𝑣𝑣𝑑𝑤+𝜖        

(6) 

 𝑏 = 𝑏 − 𝛼 ⋅ 𝑑𝑏√𝑣𝑑𝑏+𝜀         

(7) 

In backward propagation, 𝑑𝑊 and 𝑑𝑏 are used for 

updating 𝑊 and 𝑏 parameters: 𝑊 = 𝑊 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑊      

(8) 

 𝑏 = 𝑏 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑏       

(9) 

Rather than applying 𝑑𝑊 and 𝑑𝑏 autonomously for all the 

epochs, we take the exponentially weighted average of the 

square of 𝑑𝑊 and 𝑑𝑏 in RMSprop. 𝑆𝑑𝑊 = 𝛽∗𝑆𝑑𝑊 + (1 − 𝛽)∗𝑑𝑊2   

 (10) 

 𝑆𝑑𝑏 = 𝛽∗𝑆𝑑𝑏 + (1 − 𝛽)∗𝑑𝑏2   

 (11) 
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From the expression, beta 𝛽’ is another hyperparameter 
and takes value from 0 to 1. The newly weighted average 

is generated by the weights, average of prior value, and 

present value square. The parameters are updated 

afterward computing exponentially weighted average. 𝑊 = 𝑊 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑊/𝑠𝑞𝑟𝑡(𝑆𝑑𝑊)  
 (12) 

 𝑏 = 𝑏 − 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 ∗ 𝑑𝑏/𝑠𝑞𝑟𝑡(𝑆𝑑𝑏) 

 (13) 

If 𝑆𝑑𝑊 is relatively lesser, then we’re dividing it by 𝑑𝑊. 

If 𝑆𝑑𝑏  is relatively larger then divide 𝑑𝑏 with 

comparatively large number to delay the update on vertical 

dimension. 

4. Results and Discussion 

In this section, the results of the ODCNN-FDER technique 

is tested on the FER2013 Dataset [23] which holds seven 

classes (Anger, Disgust, Fear, Happiness, Sadness, 

Surprise, and Contempt). Fig. 3 demonstrates the 

extraction feature maps images. 

 

Fig. 3. Extracted Feature Maps 

 

Fig. 4. Results on Training Dataset a) Confusion Matrix 

b) PR-Curve c) ROC 

Fig. 4 reveals the classifier outcome of the ODCNN-

FDER algorithm on training dataset. Fig. 4a describes the 

confusion matrix provided by the ODCNN-FDER 

approach. The result inferred that the ODCNN-FDER 

approach has detected and classified all 7 classes 

accurately.Followed by, Fig. 4b exposes the PR curve of 

the ODCNN-FDER method. The outcomes implied that 

the ODCNN-FDER algorithm has achieved higher PR 

outcomes on 7 classes. At last, Fig. 4c exemplifies the 

ROC curve of the ODCNN-FDER algorithm. The 

outcome outperformed that the ODCNN-FDER system 

has led to able outcomes with superior ROC values on 7 

classes. 

Fig. 5 depicts the classifier result of the ODCNN-FDER 

system on testing database. Fig. 5a showcases the 

confusion matrix offered by the ODCNN-FDER 

algorithm. The result stated that the ODCNN-FDER 

approach has recognized and classified all 7 classes 

accurately.Afterward, Fig. 5b reveals the PR outcome of 

the ODCNN-FDER system. The outcome depicts that the 

ODCNN-FDER algorithm has attained maximal PR 

results on 7 classes. Lastly, Fig. 5c demonstrates the ROC 

study of the ODCNN-FDER system. The outcome 

exhibited that the ODCNN-FDER approach has resulted 

in capable outcomes with higher ROC values on 7 class 

labels. 

 

Fig. 5. Results on Testing Dataset a) Confusion Matrix b) 

PR-Curve c) ROC 

In Table 1 and Fig. 6, the FER results of the ODCNN-

FDER technique are investigated on TRS and TSS. The 

results indicate that the ODCNN-FDER technique reaches 

improved results on both TRS and TSS. On TRS, the 

ODCNN-FDER technique offers 𝑎𝑐𝑐𝑢𝑦 of 95.29%, 𝑝𝑟𝑒𝑐𝑛of 93.15%, 𝑠𝑒𝑛𝑠𝑦  of 91.85%, 𝑠𝑝𝑒𝑐𝑦 of 98.72%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 92.42%, and MCC of 91.19%.  
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Table 1. FER outcome of ODCNN-FDER approach on 

TRS and TSS 

Metrics Training Set Testing Set 

Accuracy 95.29 94.74 

Precision 93.15 92.27 

Sensitivity 91.85 90.88 

Specificity 98.72 98.60 

F-Score 92.42 91.48 

Mathew 

Coefficient 
91.19 90.14 

Also, on TSS, the ODCNN-FDER approach offers 𝑎𝑐𝑐𝑢𝑦 

of 94.74%, 𝑝𝑟𝑒𝑐𝑛of 92.27%, 𝑠𝑒𝑛𝑠𝑦  of 90.88%, 𝑠𝑝𝑒𝑐𝑦 of 

98.60%, 𝐹𝑠𝑐𝑜𝑟𝑒 of 91.48%, and MCC of 90.14%. 

 

Fig. 6. Average outcome of ODCNN-FDER approach on 

TRS and TSS 

Fig. 7 displaying the training accuracy 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 of the ODCNN-FDER method. The 𝑇𝐿_𝑎𝑐𝑐𝑢𝑦 

is defined by the evaluation of the ODCNN-FDER 

technique on TR dataset whereas the 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 is 

computed by assessing the performance on a separate 

testing database. The results display that 𝑇𝑅_𝑎𝑐𝑐𝑢𝑦 and 𝑉𝐿_𝑎𝑐𝑐𝑢𝑦 maximum with an increase in epochs. 

Accordingly, the outcome of the ODCNN-FDER method 

gets improved on the TR and TS dataset with a rise in 

count of epochs. 

In Fig. 8, the 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 curve of the ODCNN-

FDER algorithm is exposed. The 𝑇𝑅_𝑙𝑜𝑠𝑠 demonstrates 

the error among the predictive solution and original values 

on the TR data. The 𝑉𝑅_𝑙𝑜𝑠𝑠 represents the measure of the 

efficiency of the ODCNN-FDER technique on individual 

validation data. The outcomes implied that the 𝑇𝑅_𝑙𝑜𝑠𝑠 

and 𝑉𝑅_𝑙𝑜𝑠𝑠 tend to reduce with increasing epochs. It 

portrayed the enhanced performance of the ODCNN-

FDER technique and its capability to generate accurate 

classification. The reduced value of 𝑇𝑅_𝑙𝑜𝑠𝑠 and 𝑉𝑅_𝑙𝑜𝑠𝑠 

demonstrates the greater performance of the ODCNN-

FDER system on capturing patterns and relationships. 

 

Fig. 7.𝐴𝑐𝑐𝑢𝑦 curve of the ODCNN-FDER approach 

 

Fig. 8. Loss curve of the ODCNN-FDER approach 

In Table 2 and Fig. 9, the FER results of the ODCNN-

FDER technique are compared with recent DL models 

[24]. The experimental results imply that the Mini-

Xception and CNN-transfer learning models accomplish 

worse performance. At the same time, three layer-CNN, 

six-layer-CNN, and InceptionResNetv2 models exhibit 

slightly enhanced results.  
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Table 2. Comparative outcome of ODCNN-FDER 

algorithm with recent DL systems   

Methods 
Accur
acy 

Precisi
on 

Sensiti
vity 

Specifi
city 

F-
Scor
e 

Mini-
Xception 
Model 

66.00 78.77 75.19 72.44 
80.8
4 

CNN-
Transfer 
Learning 

72.00 69.78 74.26 74.37 
80.2
7 

Three 
Layer-CNN 
Model 

88.60 87.61 90.08 90.36 
90.5
1 

Six Layer-
CNN 
Model 

86.78 89.75 88.87 88.37 
89.8
1 

InceptionRe
sNetV2 

87.69 88.41 89.76 90.49 
89.7
3 

FERVCB-
DL 

89.20 88.22 88.77 88.13 
90.2
3 

 

 

Fig. 9. Comparative outcome of ODCNN-FDER 

algorithm with recent DL systems   

Although the FERVCB-DL model reaches considerable 

performance with 𝑎𝑐𝑐𝑢𝑦 of 89.20%,  𝑝𝑟𝑒𝑐𝑛 of 88.22%, 𝑠𝑒𝑛𝑠𝑦  of 88.77%, 𝑠𝑝𝑒𝑐𝑦 of 88.13%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 90.23%, 

the ODCNN-FDER technique gains maximum 

performance with 𝑎𝑐𝑐𝑢𝑦 of 95.29%,  𝑝𝑟𝑒𝑐𝑛 of 93.15%, 𝑠𝑒𝑛𝑠𝑦  of 91.85%, 𝑠𝑝𝑒𝑐𝑦 of 98.72%, and 𝐹𝑠𝑐𝑜𝑟𝑒 of 92.42%. 

These results confirmed the enhanced performance of the 

ODCNN-FDER technique on face detection and FER 

processes. 

 

5. Conclusion 

In this study, we have concentrated on the development of 

the ODCNN-FDER technique. The major intention of the 

ODCNN-FDER technique is to detect faces and identify 

the existence of different emotions in them. To achieve 

this, the ODCNN-FDER method follows two most 

important processes: face detection and emotion 

recognition. In the primary phase, the MCCNN approach 

was applied for the face detection method. Next, in the 

second phase, the FER process takes place using three 

subprocesses namely fusion based feature extraction, 

CAGRNN based classification, and RMSProp based 

parameter tuning. In this work, the RMSProp optimizer is 

exploited for the optimum hyperparameter tuning of the 

CAGRNN algorithm. The performance validation of the 

ODCNN-FDER technique was tested on the FER-2013 

database. The experimental values highlighted the 

improved face detection and FER results of the ODCNN-

FDER technique over other models. In future, the 

ODCNN-FDER technique can be extended to the design 

of metaheuristic optimizers. 
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Abstract—Emotion recognition, or computers' ability to 

interpret people's emotional states, is a rapidly expanding topic 

with many life-improving applications. However, most image-

based emotion recognition algorithms have flaws since people can 

disguise their emotions by changing their facial expressions. As a 

result, brain signals are being used to detect human emotions 

with increased precision. However, most proposed systems could 

do better because electroencephalogram (EEG) signals are 

challenging to classify using typical machine learning and deep 

learning methods. Human-computer interaction, 

recommendation systems, online learning, and data mining all 

benefit from emotion recognition in photos. However, there are 

challenges with removing irrelevant text aspects during emotion 

extraction. As a consequence, emotion prediction is inaccurate. 

This paper proposes Radial Basis Function Networks (RBFN) 

with Blue Monkey Optimization to address such challenges in 

human emotion recognition (BMO). The proposed RBFN-BMO 

detects faces on large-scale images before analyzing face 

landmarks to predict facial expressions for emotional 

acknowledgment. Patch cropping and neural networks comprise 

the two stages of the RBFN-BMO. Pre-processing, feature 

extraction, rating, and organizing are the four categories of the 

proposed model. In the ranking stage, appropriate features are 

extracted from the pre-processed information, the data are then 

classed, and accurate output is obtained from the classification 

phase. This study compares the results of the proposed RBFN-

BMO algorithm to the previous state-of-the-art algorithms using 

publicly available datasets derived from the RBFN-BMO model. 

Furthermore, we demonstrated the efficacy of our framework in 

comparison to previous works. The results show that the 

projected method can progress the rate of emotion recognition on 

datasets of various sizes. 

Keywords—Blue monkey optimization (BMO); deep learning; 

electroencephalograph (EEG); emotion recognition; human-

computer interaction (HCI); radial basis function networks 

(RBFN) 

I. INTRODUCTION 

This template, modified in MS Word 2007 and saved as a 
―Word 97-2003 Document‖ for the PC, provides authors with 
most of the formatting specifications needed for preparing 
electronic versions of their papers. All standard paper 
components have been specified for three reasons: (1) ease of 
use when formatting individual papers, (2) automatic 
compliance to electronic requirements that facilitate the 
concurrent or later production of electronic products, and (3) 
conformity of style throughout conference proceedings. 

Margins, columns widths, line spacing, and type styles are 
built-in; examples of the type styles are provided throughout 
this document and are identified in italic type, within 
parentheses, following the example. Some components such 
as multi-leveled equations, graphics, and tables are not 
prescribed, although the various table text styles are provided. 
The formatter will need to create these components, 
incorporating the applicable criteria that follow. 

Language, text, action, and other means are all ways that 
people can express themselves. How to recognize and 
accurately detect human facial expressions has emerged as a 
hot research area given the rapidly expanding artificial 
intelligence field [1]. Numerous businesses including 
amusement, security, online education, and intelligent medical 
care, use facial expression detection technologies [2]. Facial 
expression is a critical factor in human emotion recognition. 
Since a person's facial expressions convey their emotions, 
"facial recognition" [3] and "emotion recognition" are often 
used synonymously. Significant progress has been made in the 
automotive industry, augmented robotics, reality, 
neuromarketing, and interactive games. There is growing 
interests in enhancing all facets of human-computer 
interaction, particularly in recognizing human emotions. 

Facial expression recognition can be used to monitor 
driver fatigue. An alarm is sent when the driver's face exhibits 
signs of drowsiness, and a camera records the driver's 
expression in real time while also analyzing the driver's 
mental state. This can assist with avoiding traffic accidents 
induced by fatigued driving. The elderly can benefit from 
installing a human-computer interaction system with a 
recognition of facial expressions feature in nursing homes or 
elderly homes. Facial expression recognition technology can 
track how each student responds to the lecture and provide the 
instructor with immediate feedback, which can, to some 
extent, advance the superiority of education [4]. During the 
online teaching process, it can be difficult for the instructor to 
keep track of each student's reaction, but it is still important to 
make timely adjustments to the course progress. 

In the conventional method for recognizing facial 
expressions, a photograph is taken, its attributes are extracted, 
and then the image is identified using machine learning [5]. 
The difficult feature extraction method and the identification 
performance being easily influenced by the environment and a 
person's facial activity are some drawbacks of this strategy. 
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One of today's most vital and challenging techniques is 
emotional recognition. Applications for emotion recognition 
include helping to measure stress levels and blood pressure, 
among other things. When using emotional techniques, one 
can apply the functions of happy, sad, calm, and neutral facial 
features. The human body's inner workings can be detected 
using various methods and algorithms. Real-time emotional 
recognition can pick up on human thought processes. 
Identifying diseases early using emotional recognition shields 
can save humans from severe infections or illnesses. 
Emotional recognition has the main benefit of assisting in 
identifying human mentalities without using questions. 

Machine learning algorithms accurately predict facial 
emotions like stress and sadness. The results for emotion 
recognition, such as sadness and rage, were improved when 
the ECG and PPG were merged with the 28 features take out 
from algorithms using machine learning [6]. Without 
knowledge sharing, facial expressions are essential for 
determining human mentality. In a few articles, datasets from 
2010 to 2021 are combined, along with the majority of the 
features collected and categorized using deep learning and to 
support vector machine approach, hence increasing 
classification accuracy and outcomes. 

A subset of machine learning methods called "deep 
learning" can be used to analyze facial expressions and 
identify emotions. However, the amount of data will affect 
how well it works. As data volume rises, performance gets 
better. Deep learning cannot be applied to facial expression 
datasets because they are too small. Several studies have 
found that augmentation techniques like cropping, scaling, 
translating, or mirroring during the pre-processing stage 
increase the alteration and, subsequently, the quantity of 
information. 

In various pattern recognition and classification issues, 
neural networks have been used because they have the best 
approximation capability. Along with the back-propagation 
algorithm, face recognition has also used convolution neural 
networks and multilayer perceptron (MLPs) [7]. Because of its 
slow convergence rate and uncertainty about whether it will 
reach global optimums, the back-propagation learning 
procedure is computationally intensive. Due to their 
outstanding approximation accuracy and quick processing, 
radial basis function neural networks (RBFN) with a single 
hidden layer have been used for facial recognition 
applications. Radial basis functions in the hidden layer 
nonlinearly map the contribution face information to linearly 
divisible information in hidden hyperspace. Some enterprise 
challenges for hidden layers include defining the RBF unit 
centers of hidden neurons, their numbers, and the selection 
and shape of fundamental functions. Second, the success of 
blue monkey swarms naturally inspired the development of 
the Blue Monkey (BM) approach, a cutting-edge metaheuristic 
optimization method. The total number of men in a group is 
determined via the BM process. Like other forest guenons, 
blue monkey groups typically only contain one adult male 
outside the breeding season. With constraints and an unknown 
search space, this algorithm effectively finds solutions to 
practical problems. The BM method has some variables and 
the potential to produce better results [8]. 

Radial Basis Function Networks (RBFN) with Blue 
Monkey Optimization is suggested in this paper (BMO). The 
proposed RBFN-BMO first recognizes faces on large-scale 
imageries after assessing face landmarks to approximate 
representations for reaction acknowledgment. The two stages 
of the RBFN-BMO are convolutional neural networks and 
patch cropping. The proposed perfect is composed of four 
categories: feature extraction, ranking, preprocessing and 
organization. After preprocessing the dataset's collected data 
for data cleansing, the information is classified, the relevant 
attributes are extracted from the preprocessed data in the 
ranking phase, and the correct information is obtained. This 
study compares the results of the recommended RBFN-BMO 
method to earlier state-of-the-art methodologies using publicly 
accessible datasets inferred from the RBFN-BMO model. 
Furthermore, we have demonstrated that our structure is more 
efficient than earlier ones. 

The projected work is defined in detail below. Section II 
goes into more excellent aspects of the work associated with 
the projected outcome. Section III goes over the proposed 
framework in depth. Section IV goes into great detail about 
experiment design and performance evaluation. Section V 
concludes the discussion of future work. 

A.  Contribution 

● Data cleaning and pre-processing are performed on the 
dataset's collected data.  

● The pre-processed data are given the appropriate 
characteristics during the ranking phase, and the 
information is then categorized. 

● Pre-processing, feature extraction, ranking, and 
categorization are the four categories that make up the 
suggested model. 

● Before looking at face landmarks to predict facial 
expressions for emotion detection, the Radial Basis 
Function Networks (RBFN) - Blue Monkey 
Optimization (BMO) proposed method first recognizes 
faces on large-scale images. 

II. LITERATURE SURVEY 

Chen et al. [9] used a deep sparse auto-encoder network 
based on Soft-max regression to identify facial expressions of 
emotion during human-robot interaction. This work minimizes 
distortion, learning efficiency is determined, and dimensional 
complexity is measured using the SRDSAN technique. The 
soft-max simple regression perfect will help categorize the 
input signal, while the DSAN technique helps with accurate 
feature extraction. 

Babajee et al. [10] suggested using deep learning to 
recognize human expressions from facial expressions. This 
paper uses deep knowledge and a convolutional neural 
network to offer seven methods for identifying facial 
emotions. This study uses the Facial Action Coding System 
(FACS) to collect 32,398 facial expressions to identify various 
types of emotion. The identification approach's failure to be an 
effective optimization technique is the sole justification for 
this research. 
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Satyanarayana et al. [11] used deep learning and cloud 
access to implement emotional acknowledgment in this study. 
One of the most effective methods in many presentations is 
facial emotion recognition. Face recognition makes extensive 
use of the deep learning algorithm. Her thesis paper examines 
a variety of emotions, such as sadness, joy, serenity, and rage. 
The Python code generates a particular IP address for each 
technique to send this data. 

Jayanthi et al. [12] used deep classifiers to develop an 
organizing strategy for emotional categorizations utilizing 
speech and static images. One of the most crucial methods for 
determining someone's stress level is emotion identification. 
The two traits of emotion perception and speech modulation 
are essential in determining the stress level in the human body. 

Sati et al. [13] used NVIDIA to implement face detection, 
recognition, and emotion recognition in his paper. In this 
study by Jetson Nano, face emotion recognition and detection 
are combined. Facial emotional identifications have 
historically been among the most challenging techniques to 
master. This technique's accuracy and classification outcomes 
can be improved by adding some features. The ANN 
technique assists in recognizing and classifying facial 
expressions of emotion. 

Wang et al. [14] applied a recently developed deep 
learning technique in this paper. The four-category deep 
learning model is used in this paper. Convolutional neural 
networks and deep architectures fall under the first category. 
The deep learning model has a significant impact on deep 
neural networks. This component of the machine learning 
algorithm is essential. The classification, which includes both 
linear and nonlinear special functions, is necessary for the 
accuracy of the data. 

The multi-label convolution neural network was 
implemented by Ekundayo et al. [15] to identify facial 
expressions and estimate ordinal intensity. This was 
completed because, while many features, like FER, are 
consistent with the emotional recognizing method, only one is 
ideal for the multi-class dynamic classification method. This 
study utilized a multi-label convolutional neural network. 

Using facial expressions, EEG, and machine learning 
techniques, Hassouneh et al. [16] developed a real-time 
emotional recognition system. The system could distinguish 
between smiling, remaining neutral, and losing control. In this 
study, virtual markers detect facial regression using the optical 
flow algorithm, since it acknowledges a lower level of 
computational complexity, the optical flow algorithm system 
aids in providing people with a physical challenge. 

Neuro-sense was used by Tan et al. [17] to implement 
short-term emotion recognition and comprehension. Spiking 
neural network simulations of the spatiotemporal EEG 
patterns served as the foundation for their strategy. The SNN 
method is used for the first time in this paper. It aids in 
comprehending how the brain operates. One of the two 
methods used to analyze the EEG data is arousal-valence 
space. The various types of segments that make up the 
arousal-valence space include low arousal, high arousal, high 

valence space techniques, and standard valence space 
methods. 

A deep facial expression recognition survey was carried 
out by Li et al. [18]. One of the system's most significant 
challenges is recognizing a person's facial expression. The two 
main challenges to accurate facial expression recognition are a 
need for training sets and undesirable emotion variations 
(FER). The data set is first organized using the neural pipeline 
technique. Consequently, the FER technique's complex 
problems will be reduced. 

Yang et al. [19] used a staked auto-encoder to implement 
three-class profound learning-based emotional expressions. 
This paper demonstrates that discrete entropy calculation can 
be used to measure the EEG signal. The deep learning 
algorithm's auto-encoder technique results are more accurate 
than those from the encoding system's calculation methods. To 
use the alpha, beta, and gamma values, this method assesses 
emotions. Classification results are produced more accurately 
when a deep learning procedure is used. The deep learning 
procedure typically yields acceptable outcomes for the various 
classes of emotional recognition. 

Yadahalli et al. [20] used a deep learning technique to 
recognize facial micro expressions. This study uses six 
different emotional expressions—happy, sad, angry, scared, 
neutral, and surprised faces—to collect the eight layers of the 
dataset. Because it has started collecting datasets that contain 
the FER perfect, the paper assumes that the FER with a CNN 
improves accuracy and that the removed consequence 
produces the multimodal facial expression using a single 
method. Using a single algorithm, the multimodal facial 
expression is also added to the dataset that has been gathered. 

Asaju et al. [21] used a temporal method to recognize 
facial emotional expressions. This study introduces a CNN-
based deep learning procedure that can implement numerous 
kinds of emotional acknowledgment in the human body. To 
extract features, VGG-19 methods are used. Both the accurate 
mapping technique and the recognition of facial emotions 
method use the BiLSTM architecture. 

Yolcu et al. [22] suggested a deep learning-based method 
for tracking consumer performance patterns that measured 
head pose assessment and analyzed facial expressions to 
gauge the level of interest in the product. To follow customer 
interest, this was done. Deep structured learning was 
suggested by Walecki et al. [23] as a technique for 
determining the level of facial expression intensity. Face 
physics and other pre-processing methods are less critical in 
deep learning-based face recognition. CNN's convolution 
layers convolve the input image using various filters. It 
generates a feature map with fully connected networks to 
recognize facial expressions. 

To identify emotional expressions on faces, Asaju et al. 
[24] employed the temporal method. This study integrates a 
CNN with a deep learning technique to create dissimilar kinds 
of emotional identification in the human body. Use the VGG-
19 methods for obtaining features. The title and precise 
mapping of facial expressions are then carried out using the 
Bi-LSTM architecture. 
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Ekundayo et al. [25] implemented a multilabel convolution 
neural network to recognize facial expressions and estimate 
ordinal intensities. Although many features can be used with 
sentimental character segmentation techniques like FER, they 
are only suitable for some of them for the ideal categorization 
emotional classification method. Convolutional neural 
networks with multiple labels are used in this study. 

III. PROPOSED SYSTEM 

This study suggests combining RBFN and Blue Monkey 
Optimization (BMO) to acknowledge faces and emotions in 
high-resolution images. Modules for pre-processing, feature 
extraction, ranking, and classification can be seen in the block 
diagram of the proposed system in Fig. 1. 

 

Fig. 1. Proposed method of RBFN-BMO method. 

A. Pre-Processing of the Images 

Before using the pyramid images approach, the original 
photographs are downscaled by a feature of 2 until they are 
128×128 in dimensions. Additionally, each pyramid image is 
split into 128×128 pixel-sized patches to simplify processing 
and reduce memory allocation. 

1) Data augmentation: Dawn sampling was performed on 
the input photos using a ratio of 2 up to an image size of 
128×128. There was no overlap between the 128×128 patches 
created from the pyramid photos. If the picture segment is too 
long for the patches, zeros will be added to make up the 
difference. Additionally, we employ a data augmentation 
technique that involves rotating, translating, and flipping the 
images on their axes at 45-degree perspectives. The data 
augmentation method increases the number of training 
examples and progresses the network's ability to simplify 
under challenging circumstances. The images have been 
edited to resemble actual facial recognition scenarios. Due to 
the GPU's memory capacity, we use a batch size of 16 pictures 
during training. As a result, various combinations of patches 
for the same image might be created. The initial photo 
incorporates all sensing forecasts on the same image's patches. 

B. Feature Extraction using RBFN 

Feed forward neural networks comprise RBFN. The three 
layers that make up the RBFN's design are the input, hidden, 
and output layers, as depicted in Fig. 2. Data is sent from the 

user's input layer to the concealed layer [26]. Radial basis 
function (RBF) units, known as hidden neurons, comprise the 
hidden layer. Each jth RBF unit has a related basis function (

j


), spread ( j


), and centre ( j
A

). 

The nonlinear basis functions j


are affected by how far 
the input is from the center of the jth RBF unit. RBFN 
frequently employs the basic functions Gaussian, 
multiquadric, inverse multiquadric, and thin spline. The most 
often used Gaussian basis function was signified in this study 
as 
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The restriction r, which also denotes the function's width, 
characterizes the spread of the radial basis function, where Cj 
stands for the jth RBF unit's center. You can think of RBFN as 
a mapping from (2). 
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Where wi,j denotes the degree of connectivity between the 
ith output neuron and the jth RBF unit. 

 

Fig. 2. Structure of RBFN. 

C. Ranking with Blue Monkey Optimization (BMO) 

Blue Monkeys are different from the other species. They 
frequently live in societies where women are the majority, 
meaning females stay in their natal groups. However, as soon 
as they reach the mature stage, the males leave their groups 
[27]. There are usually a lot of females and young in each 
group of blue monkeys, but only one male. This problem 
exacerbates the problem of inbreeding. The men leave the 
group and join another one when they're older. However, 
finding a new group might take some time, so the males might 
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initially seem to be by themselves. Regarding social 
interactions, blue monkeys don't have a perfect sense of 
intuition [28]. Social interaction only lasts for a short time, 
typically when playing with and grooming other people. 

Babies also connect with the other adults in the group and 
their mothers. The source of those newborns typically avoids 
their male counterparts. Baby handlers are the ones who do all 
the work. The young females tend to the babies and carry and 
protect them. From this habit, infants pick up how to react like 
all monkeys. 

1) Group division: The BMO algorithm imitates the 
actions of Blue Monkey. Each group of monkeys had to travel 
through the search area to simulate these interactions. Earlier, 
it was mentioned that when the monkeys are divided into 
groups, they start searching for food sources far away in an 
area where more robust monkeys are out of sight of 
conventional vision. The young Cercopithecus mitis and the 
male have little to no interaction. Because Cercopithecus mitis 
is a territorial species, young males should venture outside as 
soon as possible. The dominant male of another family will 
challenge them. If they succeed in eliminating him, they will 
assume control of the family and be able to provide young 
men with food, shelter, and socialization. Blue monkey groups 
typically consist of a sizable number of females and young, 
with only one male [29]. 

2) Position update: Each blue monkey in a group updates 
to the position in the best place within that group. Equations 
like the ones below describe this behavior: 

 1 0.7* ( )* *( )m m lea m best mPower Power W W rand Y Y    
 (4) 

1 1 *m m mY Y Power rand  
  (5) 

Wlea stands for the leader weight, Wm for the monkey 
weight, Ybest for the leader location, which can take any 
value between [0,1], Power for the monkey power rate, and so 
on. 

Using the following equations, the blue monkey's 
offspring are also updated.  

 1 0.7* ( )* *( )C C C C C C

m m lea m best m
Power Power W W rand Y Y    

(6) 

1 1 *C C C

m m mY Y Power rand  
 (7) 

C

mW
 is the child weight at which all weights are random 

amounts among [4, 6], 
C

bestY
 is the child position, Ychis the 

leader child position, Ratechneeds to stand for the child power 
rate, is the leader child weight, and "rand" denotes an arbitrary 
amount among [0, 1]. Every cycle, the location needs to be 
reorganized.

 

Algorithm for Blue Monkey Optimization 

Initialize the Blue Monkey and their children population 
Bm (m=1….,n) 

Initialize power rate and weight of Blue monkey as Power 
and W 

Where (Power ϵ [0, 1]) (W ϵ [4, 6]) 

Randomly Distribute Blue Monkey into T groups and 
children in one group. 

Evaluate the fitness of blue monkey and children in each 
group 

Select Worstfit and Best fit in 
C

leaY
 Children group  

T=1 

  While (T≤ maximum number of group) 

        Swap  Worstfit = 
C

leaY
 

        Update Power and Y position of all blue monkey by 
Eq. (4,5) 

        Update Power and Y Position of children by Eq. (6,7) 

Upgrade the fitness of all blue monkeys and kids. 

Most recent Update 

             If (New best> Current best) then 

New best = Current best 

             End if 

T=T+1 

     End While 

The best blue monkey should be returned. 

D. Classification of Emotions Recognition 

The centers of hidden neurons or RBFN units can be found 
using the sub-clusters produced by the proposed RBFN-BMO 
technique. Since the method evolves the sub-clusters based on 
the given training statistics, providing the number of sub-
clusters for each participant as input for face recognition is 
unnecessary. Emotion recognition aims to identify a person's 
emotions. The capacity to perceive emotions varies 
significantly among people. A significant area of research is 
emotion recognition with technological assistance. Analyzing 
facial landmarks, with a focus on the lips, nose, and eyes, is 
the foundation for identifying emotions. Facial expressions are 
a huge help in recognizing emotions. The shapes of those 
sections represent the person's emotions. One can infer a 
person's emotional state from the points' locations and the 
distance between them. The main objective was to create the 
proposed methodology for finding 68 spots; A potential area 
for emotion detection in each of the locations. The jawline is 
depicted in points 1 through 17, the left and right brows in 
points 18 through 22, the left and right eyes in moments 37 



(IJACSA) International Journal of Advanced Computer Science and Applications, 

Vol. 14, No. 8, 2023 

211 |  P a g e
www.ijacsa.thesai.org 

through 48, the noise in points 28 through 36, the outer lip 
area in matters 49 through 60, and the inner lip structure in 
points 60 through 68. In studies of facial expressions, the 
location of those points is crucial. 

In this study, we suggest using facial features as 
annotations for emotion recognition. The proposed RBFN-
BMO accepts inputs such as high-resolution photos, facial 
feature annotations, and the face's position. The seven 
emotions portrayed in this piece are anger, disgust, fear, joy, 
sadness, surprise, and neutrality. More details about the data 
set used to train the recommended RBFM-BMO are provided 
in the following section. 

IV. EXPERIMENTAL RESULTS 

Details about the experimental setting that was used to 
develop and evaluate the suggested RBFN-BMO are provided 
in this section. The experiment was run on a Linux desktop 
with an Intel i7 processor, 32 GB RAM, and a 4 GB Nvidia 
GTX960 graphics card. The suggested RBFN was developing 
using the TensorFlow deep learning framework, cuDNN, and 
CUDA vibration libraries. For image manipulation, the 
OpenCV library was used. 

A. Dataset Description 

We suggest using the celeb datasets [30] to train the 
suggested RBFN-BMO. There are 202,599 RGB images of 
well-known people in this dataset. Face, attribute, and 
landmark acknowledgment was considered when creating the 
dataset. The CelebA dataset's images are summarised in Fig. 
3. This work advocates using facial landmarks and distinctive 
analysis for face detection and expression acknowledgment. 

A training set, a validation set, and a testing set were 
created from the collected data. The training set consisted of 
70% of the data, the validation set of 10% of the training set, 
and the testing set consisted of 30% of the data. 

While pre-processing reduces filter noise, 70% of the data 
are used as training input. The high dimensionality of the filter 
is reduced with the help of feature extraction. To decrease the 
size of the problem space, our work employs various methods 
for extracting features, such as edge detection. As a result, it 
generates clear output images with precise dimensional 
quality. In the data, categorization and part extraction happen 
simultaneously. 

B. Performance Metrics 

The effectiveness of the suggested work is assessed using 
the recognition rate. The classification performance is 
calculated by dividing the total amount of images into the data 
sets by the number of facial expressions successfully 
identified. It is shown as: 

The percentage of accurate classifications is measured by 
precision (Prec). It can be indicated using (8): 

Pr
TP

ecision
TP FP


    (8) 

 

Fig. 3. Celebrity images data set. 

It is also possible to refer to the actual positive rate as the 
recall rate or recall. It assesses how frequently a classifier 
gives the right category a favorable result. It is described in 
(9). 

Re
TP

call
TP FN


   (9) 

The F-Measure represents the harmonic mean of 
sensitivity and precision (F). It is crucial since higher accuracy 
typically interprets into lower sensitivity. It can be calculated 
using (10). 

*
2*

precision recall
F Score

precision recall
 

  (10) 

Accuracy: To calculate the precision of our predicted 
value, divide all values by the total of true negatives and true 
positives. 

TP TN
Accuracy

TP TN FP FN




    (11) 

Root Mean Square Error (RMSE)  

The only departure from RMSE is the square root sign. 
The mean absolute error equation is given in (12). 
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The messages TP, TN, FP, and FN are confirmed positive, 
true negative, true positive, and false negative, respectively. 
The outcome should improve as a component of precision, 
recall, f-measure, and sensitivity. 

1) Precision analysis: In Fig. 4 and Table I, the precision 
of the RBFN-BMO strategy is contrasted with that of other 
methods currently in use. The graph demonstrates the 
increased efficiency and precision of the deep learning 
approach. In comparison to the GRU, LSTM, RNN, DNN, and 
ANN models, which have precision values of 89.029%, 
85.536%, 90.927%, 88.435%, and 93.983% for the 1000 data, 
the RBFN-BMO model has a precision value of 96.425%. 
With different data sizes, the RBFN-BMO model has shown 
its greatest performance. The RBFN-BMO's precision value is 
97.927% under 6000 data, compared to the GRU, LSTM, 
RNN, DNN, and ANN models' precision values of 89.827%, 
86.324%, 93.782%, 87.625%, and 95.029%, respectively. 

 

Fig. 4. Precision analysis for RBFN-BMO method with existing systems. 

TABLE I.  RBFN-BMO METHOD PRECISION ANALYSIS USING EXISTING 

SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 89.029 85.536 90.927 88.435 93.983 96.425 

2000 89.214 85.234 91.425 88.323 94.626 96.029 

3000 90.425 85.029 91.728 87.922 95.435 97.182 

4000 90.627 86.324 92.637 87.425 94.928 96.728 

5000 89.526 86.973 92.938 88.937 95.227 97.632 

6000 89.827 86.324 93.782 87.625 95.029 97.927 

2) Recall analysis: Fig. 5 and Table II illustrate how the 
RBFN-BMO approach compares to other current methods in 
terms of recall. The figure demonstrates how the recall 
performance was enhanced by the deep learning approach. 
The RBFN-BMO model, for example, has a recall value of 
93.827% with 1000 data, while the GRU, LSTM, RNN, DNN, 

and ANN models have recall values of 79.637%, 80.928%, 
84.938%, 86.927%, and 89.627%, respectively. However, the 
RBFN-BMO model worked most effectively with various data 
sizes. For 6000 data points, the recall value of the RBFN-
BMO is 95.737% as opposed to the GRU, LSTM, RNN, 
DNN, and ANN models' respective recall values of 81.924%, 
84.536%, 87.736%, 90.326%, and 92.413%. 

 

Fig. 5. Recall analysis for the RBFN-BMO method with existing systems. 

TABLE II.  RECALL ANALYSIS FOR THE RBFN-BMO METHOD USING 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 79.637 80.928 84.938 86.927 89.627 93.827 

2000 80.452 82.373 85.324 87.926 90.862 94.435 

3000 81.252 82.938 85.738 88.322 91.627 93.324 

4000 80.615 83.425 86.029 88.726 92.617 94.928 

5000 81.827 83.948 86.435 89.028 91.928 95.324 

6000 81.924 84.536 87.736 90.326 92.413 95.737 

3) F-Score analysis: Fig. 6 and Table III display an f-
score contrast of the RBFN-BMO strategy with other existing 
methods. The graph shows that the deep learning method has 
produced better performance regarding the f-score. The 
RBFN-BMO model, for example, has an f-score of 92.536% 
with 1000 data, while the GRU, LSTM, RNN, DNN, and 
ANN models have f-scores of 87.928%, 85.435%, 81.526%, 
83.425%, and 90.324%, respectively. The RBFN-BMO 
model, on the other hand, has performed best over a range of 
data sizes. Similarly, the f-score value of RBFN-BMO under 
6000 data is 94.627%, while for GRU, LSTM, RNN, DNN, 
and ANN models, it is 89.928%, 87.435%, 82.213%, 
85.324%, and 91.928%, respectively. 
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Fig. 6. F-Score analysis for the RBFN-BMO method using existing systems. 

TABLE III.  F-SCORE ANALYSIS USING TRADITIONAL SYSTEMS USING THE 

RBFN-BMO METHOD 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 87.928 85.435 81.526 83.425 90.324 92.536 

2000 87.526 86.928 81.029 83.928 90.928 93.727 

3000 89.432 86.425 82.536 83.526 91.243 92.927 

4000 88.214 87.928 82.938 84.525 91.627 93.826 

5000 88.921 86.029 81.937 84.928 92.173 94.324 

6000 89.928 87.435 82.213 85.324 91.928 94.627 

4) Accuracy analysis: Fig. 7 and Table IV shows the 
accuracy of the RBFN-BMO approach as compared to that of 
other currently utilized approaches..The graph shows how 
deep learning improves performance with accuracy. The 
RBFN-BMO model, for example, has a 1000-data accuracy of 
97.627%, whereas the GRU, LSTM, RNN, DNN, and ANN 
models have accuracy of 89.536%, 90.917%, 92.524%, 
94.526%, and 96.425%, respectively. The RBFN-BMO 
model, on the other hand, fared well with varying data sizes. 
Similarly, the accuracy of the RBFN-BMO under 6000 data is 
99.546%, while the accuracy of the respective GRU, LSTM, 
RNN, DNN, and ANN models is 90.716%, 92.817%, 
93.926%, 95.736%, and 97.125%. 

 

Fig. 7. Accuracy analysis for RBFN-BMO method with existing systems. 

TABLE IV.  ANALYSIS OF RBFN-BMO METHOD ACCURACY WITH 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 89.536 90.917 92.524 94.526 96.425 97.627 

2000 89.029 91.783 92.314 94.213 96.837 97.983 

3000 90.314 91.324 93.627 95.063 95.983 98.546 

4000 89.213 92.039 94.728 95.213 96.322 98.902 

5000 90.516 91.992 93.039 95.536 96.714 98.724 

6000 90.716 92.817 93.926 95.736 97.125 99.546 

5) RMSE analysis: Fig. 8 and Table V display an RMSE 
similarity between the RBFN-BMO strategy and other earlier 
techniques. The graph shows that the deep learning strategy 
has produced better results with a lower RMSE value. For 
instance, the RMSE value for the RBFN-BMO is 25.637% 
with 100 data, while the RMSE values for the GRU, LSTM, 
RNN, DNN, and ANN models are slightly higher at 30.526%, 
26.928%, 33.626%, 36.536%, and 43.737%, respectively. The 
RBFN-BMO model, on the other hand, has demonstrated that 
it performs best with diverse data sizes while keeping a low 
RMSE. The RMSE value for the RBFN-BMO model under 
6000 data is 26.324%, whereas it is 32.933%, 29.322%, 
35.342%, 42.627%, and 47.326% for the GRU, LSTM, RNN, 
DNN, and ANN models, respectively. 

 

Fig. 8. RMSE analysis of the RBFN-BMO method with existing systems. 

TABLE V.  RMSE ANALYSIS OF THE RBFN-BMO METHOD USING 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 30.526 26.928 33.626 36.536 43.737 25.637 

2000 30.425 27.029 33.928 36.928 44.863 26.435 

3000 31.252 28.425 34.526 40.425 43.324 25.926 

4000 31.627 27.425 35.827 41.627 44.432 25.029 

5000 32.737 28.926 36.324 41.911 46.732 25.627 

6000 32.933 29.322 35.342 42.627 47.326 26.324 
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6) Execution time analysis: The execution time analysis of 
the RBFN-BMO technique using existing methods is 
described in Table VI and Fig. 9. The information clearly 
shows that the RBFN-BMO method has outperformed the 
other techniques in every way. The RBFN-BMO process, for 
example, took only 2.738ms to execute 1000 data, while 
GRU, LSTM, RNN, DNN, and ANN took 12.837ms, 
10.637ms, 8.526ms, 6.938ms, and 4.837ms, respectively. 
Similarly, the RBFN-BMO method takes 3.624ms to execute 
6000 data, whereas the other existing techniques such as 
GRU, LSTM, RNN, DNN, and ANN have taken 15.526ms, 
11.638ms, 9.553ms, 7.425ms, and 5.029ms, respectively. 

TABLE VI.  ANALYSIS OF RBFN-BMO METHOD EXECUTION TIME WITH 

EXISTING SYSTEMS 

Data 

from 

dataset 

GRU LSTM RNN DNN ANN 
RBFN-

BMO 

1000 12.837 10.637 8.526 6.938 4.837 2.738 

2000 12.536 10.827 8.928 6.324 4.213 2.324 

3000 13.627 10.324 8.435 6.022 4.039 3.029 

4000 13.829 11.526 9.073 7.425 4.637 3.927 

5000 13.425 11.627 9.224 7.829 5.324 3.526 

6000 15.526 11.638 9.553 7.425 5.029 3.624 

 

Fig. 9. Execution time analysis for the RBFN-BMO method with existing 
systems. 

V. CONCLUSION 

Facial expression analysis is one tool used to develop 
emotional intelligence, which is becoming increasingly 
important in many fields, including business and education. 
Numerous factors, such as visual contexts, point-of-view 
shifts, intra- and inter-class differences and more, impede the 
development of a reliable emotion recognition system. This 
paper suggests a convolutional neural network as a potential 
solution to the emotion recognition problem. To examine 
facial expressions in images, the proposed RBFN was made 
face-sensitive. The proposed RBFN-BMO can recognize 
people in high-resolution photos, evaluate facial expressions 
using facial features, and predict emotional states. The 

recognition during testing validates the proposed efficacy. 
Regarding output quality, the established RBFN-BMO 
classification algorithms perform better than those currently 
used. The RBFN-BMO uses every dataset used for the 
analysis and achieves the highest level of accuracy possible, 
which is 99.54%. To evaluate the effectiveness of the 
proposed classifier, the performance of proposed RBFN-BMO 
is compared with the existing Gated Recurrent Unit (GRU), 
Long Short-Term Memory (LSTM), Recurrent Neural 
Network (RNN), Deep Neural Network (CNN), Artificial 
Neural Network (ANN).  As a result, the RBFN-BMO can 
produce better results for celebs datasets. Furthermore, it can 
be inferred that the Blue Monkey Optimization (BMO) meta-
heuristic algorithm selects the input data features that are both 
the most informative and the most pertinent. It helps to 
achieve better categorization and reduces the error brought on 
by the Root Mean Square. The future of our research depends 
on adding new features, classifying facial emotions into their 
ten subcategories, and researching automatic facial emotion 
recognition. 
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 For over a decade, online job portals have been providing their services to 

both job seekers and employers in search of hiring opportunities. Because of 

the high demand for recruitment, it is insufficient to use conventional hiring 

methods to find a suitable candidate to fill the position. Validating resumes 

online is challenging due to the potential for manual errors, making the 

process inherently risky. The bidirectional method comprises named entity 

recognition (NER) for extracting the required resumes for recruiters. Cosine 

similarity shows the match percentage of resumes for the job requirements 

and vice versa. In an attempt to tackle an issue of unregistered words, a 

solution called decoder attention with pointer network (DA-PN) has been 

introduced. This method incorporates the use of coverage mechanism to 

prevent word repetition through generated text summary. DA-PN+Cover 

method with mixed learning objective (MLO) (DA-PN+Cover+MLO) is 

utilized for protecting grow of increasing faults in generated text summary. 

Performance of proposed method is estimated using evaluation indicator 

recall oriented understudy for gisting evaluation (ROUGE) and attains an 

average of 27.47 which is comparatively higher than existing methods. 
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NOMENCLATURE 
Symbol Notation 𝑊𝛼 & 𝑉𝛼 The weight elements 𝑠𝑡 invisible-layer condition of decoder at moment-interval 𝑡 ‖𝑥‖ Euclidean norm of vector x ‖𝑦‖ Euclidean norm of vector y 𝑝𝑔𝑒𝑛 Possibility of switch 𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) Word distribution in last output vocabulary 𝑊ℎ Weight matrix at hidden state 𝑐𝑡𝑒 Coverage vector at encoder 𝑐𝑡𝑑 Coverage vector at decoder ℎ𝑗 Hidden state 𝑏𝑡𝑎𝑡𝑡𝑒𝑛 Bias of training iteration 𝑃(𝑤𝑡∗) 𝑐𝑜𝑣𝑒𝑟_𝑙𝑜𝑠𝑠𝑡 Final prediction vocabulary 

Function of coverage loss 𝛽 Coverage mechanism weight in total loss 
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Symbol Notation 𝑦𝑠 Sampling sequences 𝑦∗ Baseline 𝑊𝑦 Mass matrix of past work 𝑦𝑗−1 𝑊𝑒 Mass matrix of encoder invisible condition 𝑢𝑡𝑒 Context vector of final encoder 𝑢𝑡𝑑 Context vector of final decoder 𝑊𝑑 Weight matrix of decoder hidden condition  𝑏𝑡𝑝𝑡𝑟 Bias term 𝑥 Input vector 𝑦∧  Baseline output  𝑟(𝑦) Reward function of output progression 𝑦 𝐿𝑟𝑙 Equivalent to conditional prospect of increased sample order 𝑦𝑠 

 

 

1. INTRODUCTION  

Over the last decade, online enrollment platforms like Naukri.com, Boss, Indeed Hiring, Glassdoor, 

Monster, LinkedIn, and Zhaopin have emerged to revolutionize the job recruitment process. These platforms 

have streamlined the hiring process and significantly transformed the job market landscape [1]. Many 

researchers view a particular domain for job suggestions and introduce a method for online platforms 

utilizing detailed relational learning [2]. This area effortlessly scales to millions of elements as well as 

candidate resumes and work positions including more information in the form of candidate interactions [3]. 

Due to the fast variations of technology development, new work opportunities are always being created in 

industries with an advanced list of skill sets to face these wide changes [4]. Individuals who are looking to 

change their careers or looking for better opportunities meet the trouble of skill discrepancy because of those 

continuous changes. This paper presents an innovative approach to job suggestions that caters to the needs of 

both job seekers and recruiters [5]. The proposed system aims to benefit both parties by ensuring optimal job 

matches. Recruiters can easily identify the most suitable candidates for each job position, while job seekers 

also receive relevant job opportunities that align with their CVs [6]. To achieve this, the process begins with 

the extraction of job offers from sa.indeed.com. Subsequently, the extracted job offers undergo pre-

processing, training, and matching [7]. The outcome is a streamlined and efficient job-matching process 

where both recruiters and job seekers actively participate in recommending and supporting candidates for the 

right job offers [8]. This paper aims to briefly emphasize the benefits of creating job opportunities for people 

with disabilities. Despite facing disproportionate levels of uncomfortable job situations, unemployment, and 

underemployment compared to individuals without disabilities [9], it is essential to focus on generating 

employment prospects for this marginalized group. The main stage is for companies to employ a change in 

the aspect where the responsibilities of job involvement are not mainly focused on people with autism but on 

variations that workers can make to permit them to succeed in the organizational context. Most of the rapid 

research on recruiting has aimed heavily authenticity and validity of the company’s selection activities and 
methods [10]. Enrolling is important and concerned with finding a suitable candidate pool, attracting 

candidates, and acquiring them to register for open postings [11]. Despite the focus on employer responses to 

hiring, it is equally, if not more, important to consider the job seeker's reactions to the recruitment process 

[12]. Every day people employ industry-scale suggestion systems to suggest 1000s of candidates to the 

clients and the other way around opening to candidates. The job recommendation system is enriched on a 

heterogeneous collection of input information, resumes of candidates, vacancy texts, and structured 

information [13].  

Traditional HR analytics systems importantly rely on unidirectional suggestions, where recruiters 

give suggestions to employees. Still, this method fails to capture the full scope of the employer-employee 

relationship [14]. Further, there is a need for a more comprehensive and bidirectional recommendation 

system that can support text summarization methods to process key data through high volumes of HR-related 

text information [15]. Shao et al. [16] implemented a wide investigation approach of external and internal 

operations for designing multivariate attributes in InEXIT. Initially encode the key and value of every 

attribute along with its source into a similar linguistic space. This paper presented a model for the internal 

process between multivariate attributes inside the job post and resume, further the external process between 

the resume and job post. In the end, the matching layer is introduced to find a matching degree. The reduction 

in economic costs and manpower, along with the support for InEXIT, contributes to the enhancement of 

online recruitment. Nonetheless, there are limitations in the implementation method, as certain aspects of 

InEXIT might possess reliable backups, such as pre-trained language models and fusion strategies. Ong and 

Lim [17] introduced an approach to information-driven work recommendation for professional vision. The 

skill recommendation recognizes and gathers the skill set essential for work based on work requirements 

released by companies recruiting for these positions. Further, the information gathering and processing 
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abilities, and skill recognition use word implant techniques for job title presentation, next to a feed-forward 

neural network for job skill recommendation related to work title representation. The method combines job 

title representation utilizing bidirectional encoder representations from transformers (BERT), with job skill 

suggestions utilizing a direct feed-forward neural network efficiently regarding accuracy and F1-score. The 

limitation is that it may not capture important work trends or find future skill needs. Yang et al. [18] 

presented job suggestions for system-based merging content and filtering approach of cost-sensitive 

informative relational learning. Statistical relational learning (SRL) can represent the possible dependencies 

between the attributes of similar objects to give an honest way to merge 2 approaches. The paper introduced 

a way to accept the state-of-the-art SRL methods to hybrid suggestion systems and importantly no 

investigation applied to current big-data-scale systems. This method can permit modulating the exchange 

between the recall and precision of the system in a respectable way. Obtaining high-quality data like brief job 

descriptions or exact candidate profiles was difficult or costly it was the drawback of the method. Yildirim et 

al. [19] introduced a machine for reciprocal suggestion based on multiple-objective deep factorization for 

online enrolment. This paper focuses on solving the problem of a shortage of information containing 

corresponding choices in a network. Consolidated the multiple-objective learning method into multiple state-

of-the-art approaches, whose victory has been determined by the same prediction issues and obtained hopeful 

outcomes. The method was better than traditional methods and maximized the speed of the process by 2 

times. The drawback was data sparsity for particular minimum-famous users, the machine may struggle to 

create exact authentic recommendations.  

Alsaif et al. [20] presented a system based on NLP bi-directional recommendation for suggesting 

jobs to job seekers and resumes to recruiters. This article introduces a beneficial system for both recruiters 

and job seekers. In this, recruiters can select the best employees for each work position for their job postings 

likewise employers also get better jobs that are similar to their CV. The process is initially, through 

sa.indeed.com the job offers are extracted, and after the extraction of job offers the pre-processing, training 

and matching are done. Comparing the task while serving recruiters and job seekers help their job by 

suggesting and supporting candidates to get the right job offers. The drawback was the lack of 

personalization, the NLP-related suggestion model was usually based on common patterns, which could 

result in generic recommendations that do not align with particular preferences. Jain et al. [21] implemented 

an ATS for the Hindi language by utilizing real coded genetic algorithm (RCGA). The rigorous 

experimentation on various feature groups was evaluated for differentiating features such as named sentence 

similarity and named entity features were merged with others for computing the evaluation metrics. The 

RCGA method chooses the better chromosome that includes real-valued weights of produced features which 

evaluates the distance among sentence values. The limitation of the implemented method was cost efficiency 

and the acceptance of ATS for HR solutions. Sethi et al. [22] introduced a transformer method for generating 

a better summary average. The method combines with Bart and T5 methods to know which method produces 

the best summary average. After passing 1000 data of articles, identify that the Bart method performed well 

than the T5 method in each aspect. The method was much more efficient and it takes only related content and 

leaves the unwanted and irrelevant content. The method utilized only the limited dataset and cost efficiency. 

There are some drawbacks of bidirectional recommendation for HR analytics by text summarization in the 

above-mentioned methods such as data sparsity, specifically for minimum famous users, which may affect 

the accuracy, lack of personalization in NLP-related recommendation models, lack of research used to real 

big-data-scale systems, and potential failure to capture necessary work trends or discover future skill needs. 

The main contributions of this work are given as: 

a. A decoder attention with pointer network (DA-PN) model is proposed on attention mechanism at encoder 

and decoder ends through combining attention mechanism in present period stage and implemented PN at 

decoder to resolve issue of unregistered words. 

b. The proposed DA-PN+Cover method depends on coverage mechanism combining cover vector. The process 

involves measuring attention mechanism at encoder and decoder in prior period stage. This measurement is 

then used to update a loss function that helps in avoiding word repetition when generating text summary.  

c. A DA-PN+Cover+MLO method is proposed through combining MLO and implementing a self-crucial 

gradient technique. It takes global reward and evaluation indicator in phase of iteration of method to 

protect grow of increasing faults in generated text summaries.  

The rest part of research is described as follows: section 2 gives informations about proposed 

method. Section 3 describes process of DA-PN+Cover+MLO method. Section 4 describes the results and 

discussion, and section 5 represents the conclusion of the paper. 

 

 

2. PROPOSED METHOD 

The bidirectional system is presented in the proposed methodology and it gives the best possible 

recommendations to both the employees and recruiters. The methodology involves cleaning data, and named 
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entity recognition (NER) for extracting the necessary resumes. The score is assigned to resumes by 

calculating the similarity between resumes and job descriptions; which helps to match resumes to that of the 

job description. NLP techniques are utilized for pre-processing the data and cosine similarity is utilized to 

measure the similarity between the resume and the job description. For the summarization of resumes and 

text, DA-PN+Cover+MLO method is proposed. Figure 1 represents the proposed model of this research. 
 

 

 
 

Figure 1. Workflow of bidirectional system 

 

 

2.1.  Data collection and integration 

The resume dataset is taken for this research work, which is gathered from kaggle and the dataset 

includes 1,735 resumes [23]. Every profile includes fields like resume tile, location, role description, 

technical skills, education, certification, and additional data. There are four JDs acquired from LinkedIn on 

the topic of machine learning data scientist, full stack, java, and python developer. In JDs, the profile 

includes the job title, company name, city, description, education, and preference skills. Table 1 represents 

dataset description. 
 

 

Table 1. Represents the dataset description 
Job title Company name City Description Education Preference skills 

Data 

scientist 

Wipro Bangalore, 

Karnataka 

Expert in problem-solving and 

coding skills 

Bachelor's degree related 

to computer science 

Machine/deep 

learning 
Full stack 

developer 

Infosys Chennai, 

Tamilnadu 

Well-expert in front-end and 

back-end development 

B.E HTML, CSS 

Java 
developer 

Cognizant Coimbatore, 
Tamilnadu 

Expert in software 
development life cycle process 

B.E Java 

Python 

developer 

TCS Bangalore, 

Karnataka 

Expert in writing and testing 

codes 

Degree Python 
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2.2.  Pre-processing 

Unstructured data is converted to structured data by using several pre-processing steps. Pre-

processing is the preliminary stage for preparing data. The job description will be compared against a pool of 

resumes that are priorly loaded into the system, similarly, the candidate’s resume will be compared against 

different job descriptions which are priorly loaded into the system. NLP tools are used to extract the required 

information by cleaning the data, the given resume/job description may contain different symbols and 

integers, which are not needed for the program. So, it removes the unwanted characters from the resume like 

numbers, stop words, and punctuations, and makes the resume/job description ready for the next process by 

converting all strings to lowercase. 

 

2.3.  Named entity recognition 

Many times, resumes are populated with excess information, often irrelevant to what the recruiter is 

looking for in it. Therefore, it is tedious and hectic to evaluate resumes in bulk. Through the NER model, 

resumes can be evaluated at a glance, thereby reducing the effort required in shortlisting candidates among a 

pile of resumes. NER automatically generates summaries of resumes by extracting only primary entities like 

name, skills, and educational background. 
 

2.4.  Generating vectors 

In NLP models work on numbers rather than textual data, so this textual data needs to be vectorized. 

Moreover, the word count of the words in each document is needed to compute the cosine similarity. The 

collection of text documents is converted to a matrix of token counts called bag-of-words (BoW). The output 

of this comes as a sparse matrix, in which each document represents a row in the matrix and each special 

content represents a vertical portion of the matrix. The cell value represents the count of words in the 

particular document. To understand the importance of words in the corpus, term frequency-inverse document 

frequency (TF-IDF) is used. TF-IDF is based on the logic that words that are too common in a corpus and 

rare and are not statistically significant in identifying a pattern. The logarithmic factor in the TF-IDF 

equation serves the mathematical purpose of assigning low TF-IDF values to words that are either overly 

common or excessively rare in the corpus. TF-IDF values a word by multiplying the word’s TF equation with 

IDF equation. 
 𝑇𝐹 = 𝑁𝑜.𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚 𝑎𝑝𝑝𝑒𝑎𝑟𝑠 𝑖𝑛 𝑎 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑇𝑜𝑡𝑎𝑙 𝑛𝑜.𝑜𝑓 𝑡𝑒𝑟𝑚𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡  (1) 

 𝐼𝐷𝐹 = 𝑙𝑜𝑔 ( 𝑁𝑜.𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑟𝑝𝑢𝑠𝑁𝑜.𝑜𝑓 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑐𝑜𝑟𝑝𝑢𝑠 𝑡ℎ𝑎𝑡 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑠 𝑡ℎ𝑒 𝑡𝑒𝑟𝑚)  (2) 

 𝑇𝐹 − 𝐼𝐷𝐹 = 𝑇𝐹 ∗ 𝐼𝐷𝐹 (3) 
 

The highest score of TF-IDF signifies the huge significance of words in the corpus while lower 

scores show lower significance. The words that have low significance for analysis can be removed, hence 

making the model building less complex by decreasing the input dimensions. Accurate semantic presentation 

methods are important in the applications of text mining. However competitive outcomes for automatic text 

classification may be attained with a traditional bag of words, such as the presentation method can’t give 
satisfactory classification results in hard settings where higher text representations are needed. Both count 

vectorizer and TF-IDF fail to provide linguistic similarity between words and hence are only used for 

customizing stop word lists. To train a method on the default linguistic relationship of the words, Doc2Vec is 

used. Because Doc2Vec can read documents as a whole rather than working on every single word. It has a 

feature to provide n-Dimensional vectors. This transformation has two significant properties such as 

dimensionality reduction for effective representation and contextual similarity for expressive representations. 

 

2.5.  Cosine similarity 

Measuring the similarity or distance first requires understanding the objects of study as samples and 

the chunks of those objects are measured as features. For the proposed analysis, the resume of the candidate 

and the job description are two data samples. Two features can be represented as two dimensions and through 

the Cartesian coordinate system, samples can be visualized. Naturally, samples can also be visualized in three 

dimensions if there are three features. However, the calculation of the distance will remain the same no 

matter how many features or dimensions are there. 

The technique used to measure distances depends on a particular working environment. For 

instance, in some applications, the euclidean distance can be ideal and useful for computing distances. Other 

areas may require a more sophisticated approach for calculating distances between observations or points like 

the cosine distance. Cosine analogy is a metric utilized to calculate analogy in between documents and give a 



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 13, No. 2, April 2024: 1159-1171 

1164 

rank to the documents; it is independent of the size of the documents. Cosine similarity is more about the 

orientation of the two points in space rather than considering the exact distance from one another. This means 

that cosine distance is less affected by magnitude or how large the given numbers are [6]. Assume 𝑥 & 𝑦 is 2 

sample vectors for comparison. The relation for calculating the analogy of cosine is given as equation. 

Likewise, ‖𝑦‖ represents the euclidean norm of the vector y. Cosine calculates the degree in-between 

vectors 𝑥 & 𝑦; the value of 0 indicates two vectors are 90 degrees apart and there is no match. The value closer to 1 indicates two vectors are separated by a small angle and there is a match between two vectors. 

 𝑜𝑠𝑠𝑖𝑛(𝑥,𝑦) = 𝑥,𝑦‖𝑥‖∙‖𝑦‖ (4) 

 

where ‖𝑥‖ represents euclidean norm of the vector 𝑥 =  (𝑥1, 𝑥2, 𝑥3, … … , 𝑥𝑝), defined as (5): 

 

 √𝑥12 + 𝑥22 + 𝑥32 + ⋯ + 𝑥𝑝2 (5) 

 

 

3. DA-PN+COVER+MLO BASED SUMMARIZATION 

To manage out-of-vocabulary (OOV) words, PN combining DA that merge decoder context vector 

with context vector produced from actual text, for regulating chosen actual text and addition lexicon. To 

address word repetition, a multiple-attention coverage mechanism is employed, which continuously utilizes 

coverage vectors from both encoder and decoder for influencing attention weight. The attention data of 

decoder is given as an input-to-input mapping layer, so model can give attention to prior data and minimize 

the recurrence of words. For readability of generated text summaries, mixed learning objective (MLO) 

function to positioning global reward, particular discrete gradient can increased on scoring which improves 

readability of generated text summary. 

 

3.1.  Decoder attention-based pointer network method 

For resolving the issue of unregistered words, the DA-PN model is developed by using DA 

depending the PN. In every stage, the DA-PN model determines to copy an unregistered word through actual 

text or pin it to other word which is already in actual vocabulary. Former action is controlled by softmax 

which has probability normalization, although latter is related to words determined from input information by 

utilizing DA mechanism. If both merged, unregistered words are determined in actual text but are not added 

to actual vocabulary.  

DA-PN method contains two input layers for copying words through actual text or actual 

vocabulary. Every dimension shows one word. 𝑝𝑔𝑒𝑛  a switching mechanism utilized for producing a 

possibility for managing the input. The attention of the decoder compensates for the weakening data caused 

by huge sequences, which enables method to position main data much accurate. The distribution of attention 

regarding to possibility distribution of every word in actual text can be calculated as (6): 

 𝛼𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑉𝛼 𝑡𝑎𝑛 ℎ (𝑊𝛼𝑠𝑡𝑇)) (6) 

 

Where 𝑊𝛼 and 𝑉𝛼  represents parameters of weight and 𝑠𝑡 represents decoder’s hidden layer state at time stage 𝑡. Sum of weighted attention distribution acquired through (6) and decoder stage before present time stage 

represents context vector of the final decoder as (7). The possibility of the switch 𝑝𝑔𝑒𝑛  could depends through 

decoder/encoder context vector with real invisible-layer condition, as (8) 

 𝑢𝑡𝑑 = ∑ 𝛼𝑗𝑡𝑡−1𝑗=1 𝑠𝑗 (7) 

 𝑝𝑔𝑒𝑛 = 𝜎(𝑊𝑦𝑦𝑗−1 + 𝑊𝑒𝑢𝑡𝑒 + 𝑊𝑑𝑢𝑡𝑑 + 𝑏𝑡𝑝𝑡𝑟)  (8) 

 

Where 𝑊𝑦 represents a matrix of weight of prior word 𝑦𝑗−1, 𝑊𝑒 and 𝑊𝑑 represents a matrix of weight of 

encoder and decoder hidden state at present stage respectively, 𝑢𝑡𝑒 represents the context vector of last 

encoder, 𝑢𝑡𝑑 represents context vector of final decoder, and 𝑏𝑡𝑝𝑡𝑟 represents bias. Bias and weight matrix in 

(8) are the parameters which can added during iteration of model training. The linear weight adds those 

parameters that are processed through sigmoid function and marked among 0 and 1 to soft switch for 

managing input layer source, based on data of 2 stages namely source text and vocabulary. In (9) 𝑠𝑡 



Bulletin of Electr Eng & Inf  ISSN: 2302-9285  

 

Bidirectional recommendation in HR analytics throught text … (Channabasamma Arandi) 

1165 

represents a sequence of the present state, 𝑉 represents weight matrix, 𝑏𝑡 represents bias for iteration in 

training and 𝑤 represents the word that is predicted. The distribution of vocabulary of the present time step is 

described as (9) and the possibility of the last prediction for word 𝑤 is represented as (10): 

 𝑃𝑣𝑜𝑐𝑎𝑏 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑉′(𝑉[𝑠𝑡 , 𝑤] + 𝑏𝑡) + 𝑏𝑡′)  (9) 

 𝑃𝑓𝑖𝑛𝑎𝑙(𝑤) = 𝑝𝑔𝑒𝑛𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) + (1 − 𝑝𝑔𝑒𝑛) ∑ 𝑎𝑖𝑖:𝑤𝑖=𝑤  (10) 

 

Where 𝑝𝑔𝑒𝑛  represents the possibility of managing input value, 𝑃𝑣𝑜𝑐𝑎𝑏(𝑤) represents the word distribution in 

the last outcome vocabulary and ∑ 𝑎𝑖𝑖:𝑤𝑖=𝑤  shows the context vector of the encoder. The proposed DA-PN 

method easily identifies matchable words that are copied from source text. For this purpose, related weight is 

required to be given for every word. Words can be chosen from vocabulary that is developed based on 

copying words unregistered in actual vocabulary from actual text. Proposed DA-PN utilizes a limited 

vocabulary, resulting in savings in storage, computation power, and faster model training. Continuous 

attention is given for encoder and decoder, producing text summaries much accurate which suits related 

actual text. Figure 2 represents the overall process of DA based PN method. 
 

 

 
 

Figure 2. Pictorial representation of developed DA-PN method 

 

 

3.2.  DA-PN+Cover method 

The proposed DA-PN+Cover method combines DA-PN method with a mechanism of coverage 

combining multiple attention. Two coverage vectors are working, by utilizing the distribution of attention of 

encoder and decoder in every prior time stage. Two vectors for coverage are described as follows: 𝑐𝑡𝑑 

represents target sequence attention (words attention produced in the decoding process) 𝑐𝑡𝑒 represents the 

words' attention in actual text (words' attention produced in the encoding process). The coverage degree for a 

particular word is addition of whole attentions acquired at a specific moment. In initial phase, there is no 

coverage acquired, so the two coverage vectors are taken as 0. 

The inclusion of attention mechanism in decoder facilitates a more effective focus on key features 

within the generated text summary. This is particularly important to address the problem of word recurrence. 

To overcome this challenge and ensure attention is given to the entire sequence, a global vector is employed 
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for maintenance purposes. The decoder’s hidden layer utilizes a past time context vector for measuring 

present input, so the data acquired in the past can utilized during calculation which strengthens the previous 

and present time relationship. At present time, to utilize source text data in previous and target generated text 

summary, two coverage vectors in attention mechanism are combined as per (11): 
 𝑒𝑗𝑡 = 𝑣𝑇𝑡𝑎𝑛ℎ(𝑊ℎℎ𝑗 + 𝑊𝑠𝑠𝑡 + 𝑊𝑒𝑐𝑡𝑒 + 𝑊𝑑𝑐𝑡𝑑) + 𝑏𝑡𝑎𝑡𝑡𝑒𝑛 (11) 
 

Where 𝑣𝑇and 𝑊ℎ represents a matrix of weight of repetitive nonlinear activation function and hidden state 

utilized to training respectively, ℎ𝑗 represents a hidden state, 𝑊𝑠 represents a matrix of weight of repetitive 

present state sequence utilized to training, 𝑠𝑡 represents present state sequence, 𝑊𝑒 and 𝑊𝑑 describes weight 

matrix of encoder and decoder hidden state in present stage respectively, 𝑐𝑡𝑒and 𝑐𝑡𝑑 describes coverage vector 

of encoder and decoder respectively and 𝑏𝑡𝑎𝑡𝑡𝑒𝑛represents a bias of training iteration. The outcome of the 

present time stage is afflicted by past actual text and produced text summary, to ignore giving attention to 

similar data and also ignoring recurrence. Final loss function has the actual and coverage loss, the 

mathematical representation is described in (12): 
 𝑙𝑜𝑠𝑠𝑡 = − 𝑙𝑜𝑔(𝑝(𝑤𝑡∗)) + 𝛽𝑐𝑜𝑣𝑒𝑟𝑙𝑜𝑠𝑠𝑡   (12) 
 

Where 𝑝(𝑤𝑡∗) represents the final predicted vocabulary of the possibility distribution, 𝑐𝑜𝑣𝑒𝑟_𝑙𝑜𝑠𝑠𝑡 represents 

the function of coverage loss and 𝛽 represents the coverage mechanism’s weight in whole loss. By utilizing 

attention dispensation at the encoder and decoder ends and also utilizing additional loss items, the method 

efficiently suppresses probable repeated items and maximizes automatic production of text summaries. 

Figure 3 represents the overall process of DA-PN+Cover method with two coverage vectors.  
 

 

 
 

Figure 3. Pictorial representation of proposed DA-PN + Cover 

 

 

3.3.  DA-PN+Cover+MLO method 

To protect grow of accumulative bugs in produced text summaries, proposed DA-PN+Cover method 

includes a MLO after ending the distribution of collective mistakes in created word summaries. The model 
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that resulted is known as DA-PN+Cover+MLO. ROUGE is an evaluation indicator utilized for method 

iteration and also with global reward. 

However, ROUGE cannot be utilized directly for calculating gradients because it is not 

differentiable in and of itself. A greedy search is evaluated at every time stage from a probability distribution 𝑦𝑠 of 𝑝(𝑦𝑖𝑠|𝑦1𝑠 , … 𝑦𝑖𝑠 , 𝑥) in every decoder’s period stage and baseline outcome 𝑦∧ is acquired through 

increasing outcome probability distribution. Determining 𝑟(𝑦) to reward function for outcome sequence 𝑦 

and then this is compared with actual sequence 𝑦∗, a mathematical formula is described as (13): 

 𝐿𝑟𝑙 = (𝑟(𝑦∧ )  −  𝑟 (𝑦𝑠)) ∑ 𝑙𝑜𝑔 (𝑝 (𝑦𝑖𝑠|𝑦1𝑠, … , 𝑦𝑖−1𝑠 , 𝑥𝑛𝑖=1 )) (13) 

 

Here, 𝑥 represents input vector, 𝑦∧ represents output of baseline acquired through increasing 

outcome probability distribution and 𝑟(𝑦) represents reward function of outcome sequence 𝑦. The decreased 𝐿𝑟𝑙 is equal to the condition of increased sampling sequence 𝑦𝑠. Whether 𝑦𝑠 has huge return than baseline 𝑦∗, 

expected much return by method. After development, global reward is utilized and represented as Figure 4. 

 

 

 
 

Figure 4. Training process of DA-PN+Cover+MLO 

 

 

The proposed DA-PN method which is attention in both encoder and decoder ends by combining 

attention distribution in the present time stage. The implemented PN at decoder resolves issue of unregistered 

words. The proposed DA-PN+Cover method is depended coverage mechanism combining cover vector. It 

measured from attention mechanism at encoder and decoder at prior time stage by updating a loss function that 

ignores the word repetition in generated text summaries. The proposed DA-PN+Cover+MLO method through 

combining MLO by implementing self-crucial gradient technique. It takes global reward and evaluation indicator 

in phase of iteration of method which protects grow of increasing faults in generated text summary. 

 

 

4. RESULTS AND DISCUSSION 

This section provides a results and discussion of the proposed method. The section gives detailed 

explanation of the experimental setup, quantitative and qualitative analysis, comparative analysis, discussion, 

and conclusion of the proposed methodology. The section 4.1 provides the experimental setup utilized for 

research, section 4.2 provides qualitative and quantitative analysis of proposed method, section 4.3 provides 

comparison between proposed and existing methods and section 4.4 gives the overall discussion. 

 

4.1.  Experimental setup 

In this research, the proposed model is simulated by utilizing 𝑀𝐴𝑇𝐿𝐴𝐵 (2018𝑎) environment with 

system requirements; RAM: 16 𝐺𝐵, processor: intel core 𝑖7, and operating system: windows 10 (64 𝑏𝑖𝑡). 

The performance of the proposed method is estimated by utilizing the evaluation indicator ROUGE which is 

a software package that evaluates the automatic summarization process. Figures 5 and 6 shows the top 

matching resumes for recruiter and top matching jobs for candidate with respective percentage. 
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Figure 5. Represents top matching resumes for recruiter Figure 6. Represents top matching jobs for candidate 

 

 

4.2.  Qualitative and quantitative analysis 

The calculated values are stored in a dictionary with the job/resume name and values as its value. 

Later, it is sorted in descending order and suggests the job/resume that has maximum matching or similarity 

values. For a recruiter, a top-matching resume summary will be displayed (Figure 5). For a candidate, the top 

matching jobs will be displayed with the respective matching percentage (Figure 6). For a candidate, 

additional skills to be enhanced are recommended by comparing with the dictionary of skills by area setup. 

Table 2 and Figure 7 represent the performance of the proposed method in the LCSTS dataset [24]. 

The evaluation indicator is utilized for the evaluation. The two baseline methods are taken for evaluation and 

the two DA-PN, DA-PN+Cover methods are utilized for the evaluation of the performance of the proposed 

method. The proposed DA-PN+Cover+MLO method attained an average of 26.73 which is better than 

baseline methods that attain 21.53. The evaluation indicator ROUGE-1, ROUGE-2, ROUGE-L, and an 

average of the ROUGE are taken for the evaluation of the performance of the proposed method. From  

Table 2, the proposed method shows higher performance than the other methods.  
 

 

Table 2. Performance of proposed method in LCSTS data 
Models ROUGE-1 ROUGE-2 ROUGE-L ROUGE-AVG 

‘Bi-LSTM+attention’ (baseline) 26.47 9.09 29.03 21.53 

‘Seq2Seq+attention’ (baseline) 28.14 10.01 30.89 23.01 

‘DA-PN’ 32.16 13.49 31.28 25.64 
‘DA-PN+Cover’ 32.43 14.02 31.58 26.01 

‘DA-PN+Cover+MLO’ 32.92 15.46 31.83 26.73 

 

 

 
 

Figure 7. Performance of proposed method in LCSTS dataset 

 

 

Table 3 and Figure 8 represent the performance of the proposed method in the TT News Corpus 

dataset [25]. The evaluation indicator is utilized for the evaluation. The two baseline methods are taken for 

evaluation and the two DA-PN, DA-PN + cover methods are utilized for the evaluation. The proposed DA-

PN+Cover+MLO attained average of 27.09 which is better than baseline methods that attain 22.53. The 

evaluation indicators ROUGE-1, ROUGE-2, ROUGE-L and an average of the ROUGE are taken for the 

evaluation of the performance of the proposed method. From Table 3, the proposed method gives higher 

performance than other methods.  
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Table 3. Performance of proposed method in TTnews corpus dataset 
Models ROUGE-1 ROUGE-2 ROUGE-L ROUGE-AVG 

‘Bi-LSTM+attention’ (baseline) 26.48 9.23 28.43 21.38 
‘Seq2Seq+attention’ (baseline) 28.27 9.31 30.03 22.53 

‘DA-PN’ 32.45 13.85 30.95 25.75 

‘DA-PN+Cover’ 32.79 14.03 31.63 26.15 
‘DA-PN+Cover+MLO’ 33.85 14.69 32.74 27.09 

 

 

 
 

Figure 8. Performance of proposed method in TT news corpus dataset 

 

 

Table 4 and Figure 9 represents the performance of the proposed method in the kaggle dataset. The two 

baseline methods are taken for evaluation and the two DA-PN, DA-PN+Cover methods are utilized for the 

evaluation. The proposed DA-PN+Cover+MLO attained an average of 27.47 which is better than baseline methods 

that attain 21.01. The evaluation indicators ROUGE-1, ROUGE-2, ROUGE-L, and average of the ROUGE are 

taken for the evaluation. From Table 4, the proposed method gives higher performance than other methods.  

 

 

Table 4. Performance of the proposed method in kaggle dataset 
Models ROUGE-1 ROUGE-2 ROUGE-L ROUGE - AVG 

‘Bi-LSTM+attention’ (baseline) 26.17 9.43 30.44 22.01 

‘Seq2Seq+attention’ (baseline) 28.57 10.43 31.36 23.45 
‘DA-PN’ 33.10 13.96 31.86 26.30 

‘DA-PN+Cover’ 33.73 14.37 33.73 27.27 

‘DA-PN+Cover+MLO’ 34.45 14.69 33.29 27.47 

 

 

 

 

Figure 9. Performance of proposed method in kaggle dataset 
 
 

From the results mentioned above, it is clear that proposed DA-PN+Cover+MLO method 

outperforms existing methods and protects against grow of increasing faultss in generated text summary. 

 
 

  
  
  
  
  
  
  

                                

  
  
  

                    

                                                                

                      
                     

 
 

  
  
  
  
  
  
  

                                

  
  
  

                    

                                                                

                       
                     



                ISSN: 2302-9285 

Bulletin of Electr Eng & Inf, Vol. 13, No. 2, April 2024: 1159-1171 

1170 

4.3.  Comparative analysis 

The comparative analysis of the proposed methodology is described in Table 5. The proposed 

method is compared with existing methods like ATS [21] and TF [26] which contains the kaggle dataset. The 

evaluation indicator ROUGE 1 and 2 is utilized for the comparison, the proposed method shows 1.83 in 

ROUGE–1 and 0.74 in ROUGE–2 which is comparatively higher than existing methods.  
 

 

Table 5. Represents the comparative analysis 
Methods Dataset ROUGE-1 ROUGE-2 

Jain et al. [21] Kaggle [23] 0.79 0.66 

Sethi et al. [22] 1.5 - 

Proposed method 1.83 0.74 

 

 

4.4.  Discussion 

The proposed bidirectional system is to present the best possible recommendations to both the 

employees and employers by utilizing the existing unstructured data. Instead of searching the complete 

dataset to find the potential candidates, the proposed method reduces the duration difficulty of finding the 

applicant with the highest score. The DA-PN method is utilized to address the issue of unrecorded words and 

the encoder and decoder both give equal attention, leading to high exact text summaries. DA-PN+Cover 

method provides positive attentional effects resulting in the current time step choosing more precise words to 

use in word reviews by eliminating repeated terms. DA-PN+Cover model can be modified to include a MLO 

after the end of the distribution of collective mistakes in created word summaries. 

 

 

5. CONCLUSION 

Due to the growing demand for online recruitment, it is insufficient to use conventional hiring 

methods. It is not flexible to validate resumes online and is vulnerable to manual errors. The bidirectional 

method comprises NER for extracting the needed resumes. Cosine similarity shows the match percentage of 

the job requirements with the resume and vice versa. The DA-PN that has been put out to address the issue of 

unregistered words. DA-PN+Cover method can be modified to include MLO (DA-PN+Cover+MLO) is 

utilized for protecting grow of increasing faults in generated text summary. From performance analysis, it is 

concluded that proposed method gives better performance than other methods. Future work concentrates 

more on abstractive summarization techniques to enhance the quality of hire.  
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 The recognition of human faces poses a complex challenge within the 

domains of computer vision and artificial intelligence. Emotions play a 

pivotal role in human interaction, serving as a primary means of 

communication. This manuscript aims to develop a robust recommendation 

system capable of identifying individual faces from rasterized images, 

encompassing features such as eyes, nose, cheeks, lips, forehead, and chin. 

Human faces exhibit a wide array of emotions, with some emotions, 

including anger, sadness, happiness, surprise, fear, disgust, and neutrality, 

being universally recognizable. To achieve this objective, deep learning 

techniques are leveraged to detect objects containing human faces. Every 

human face exhibits common characteristics known as Haar features, which 

are employed to extract feature values from images containing multiple 

elements. The process is executed through three distinct stages, starting with 

the initial image and involving calculations. Real-time images from popular 

social media platforms like Facebook are employed as the dataset for this 

endeavor. The utilization of deep learning techniques offers superior results, 

owing to their computational demands and intricate design when compared 

to classical computer vision methods using OpenCV. The implementation of 

deep learning is carried out using PyTorch, further enhancing the precision 

and efficiency of face recognition. 
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1. INTRODUCTION 

The major idea is to propose a method that recognizes and detects human faces in given pictures or 

videos. Facial recognition is the ability to automatically detect a face. It has the potential to identify different 

parts of the embodiment depending on the presence of facial characteristics. It's always easy for a person to 

find a face in a collection of images and differentiate images correctly. However, a computer should be 

properly trained so that when a real-time dataset is provided, the system should be able to identify the face of 

a person as well as additional characteristics such as eyes, nose, mouth, cheeks, lips, forehead, and chin. 

The key concept here is to build a system that can distinguish faces from non-facial elements [1]. 

Deep learning adapts to new images, assuming they are similar to the data it was trained on. Computer vision 

is an area of artificial intelligence that enables computers and systems to derive meaningful information from 

https://creativecommons.org/licenses/by-sa/4.0/
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binary images, videos, and other visual inputs [2]. The dataset is taken as a set of real-time images. But what 

is an image? An image is a collection of arrays representing different numerical values in terms of red, green, 

and blue (RGB) which is commonly used in computer vision. The values for these colors range from 0 to 

255, where a higher value represents more intensity or brightness. Images are stored in multidimensional 

arrays. There are two main types of images: raster-based images and vector images. For our research, we are 

considering raster-based images. 

There are different file formats for images such as jpg, GIF, PNG, TIFF, RAW [3], and PSD. The 

structures present in an image and the final output are the detected picture and a selection of the face [4]. The 

competitive aspect of this research article is to develop a system that can identify faces under various lighting 

conditions. Using convolutional neural networks (CNN), we predict the faces from different images in the 

dataset. Predicting information in the image is challenging, and we first need to train a CNN to correctly 

classify the images.  

Many researchers have explored various methods for analyzing the emotions of images; outcomes 

of machine learning techniques are significant. Among several machine learning techniques given in Table 1, 

methods that depend on deep learning produce the best efficiency for face recognition from the images in the 

photographs. 
 

 

Table 1. Literary review 

Authors Title of paper 
Techniques used for face 

recognition 
Dataset 

Result 

(%) 

Turk and Pentland 
[5] 

Eigenfaces for recognition Principal component analysis 400 79.65 

Tomasi et al. [6] Ive got my virtual eye on you: remote proctors and 

academic integrity 

Wavelet transform 100 90 

Yang et al. [7] Large scale identity deduplication using face 

recognition based on facial feature points 

Active shape model 100 89 

Hasan et al. [8] Human face detection techniques: a comprehensive 
review and future research directions 

Support vector machines 200 91 

Sparks [9] The brainstem control of saccadic eye movements CNN 200 93.7 

 

 

2. MATERIALS AND METHOD 

CNN model [10], [11] to be trained to predict whether an image has a triangle or any other 

information. How would you tell a computer about the shape present in the image If the image is shifted? 

How would a neural network be able to predict this? CNN have many filters, which are used to scan an 

image and obtain a feature map. Output is obtained by implementing the different concepts of CNN, as 

shown in Figure 1. CNN consists of various operations: i) convolutions, ii) feature detectors, iii) padding, iv) 

stride, v) activation layer, vi) pooling, vii) fully connected, and viii) Softmax function [12]. 
 

 

 
 

Figure 1. Block diagram of CNN 

 

 

2.1.  Convolution operation and feature detector 

A scientific term to explain the method of combining two functions to obtain a third outcome is 

known as a feature map, as depicted in Figure 2. Convolution, also known as filter or kernel, is in a matrix 

form applied to an input image [13], [14].  
 

 Image * Kernel = Feature Map 
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Figure 2. An example for a convolution operation 
 

 

The convolution operation is used to detect the features in images; feature maps are also known as 

feature detectors, which can see many features in the image, as shown in Figure 3. A combination of these 

features is used to classify the image correctly. 
 

 

 
 

Figure 3. Different features obtained from a convolution operation 

 

 

2.2.  Padding 

It allows us to manipulate the feature map size. Conv filters produce an output more minor than the 

input; we have taken a 5x5 image and padded it with 0’s in all dimensions: left, correct, bottom, and top 
corners. Padding helps pass the conv filters multiple times, as shown in Figure 4. 

 𝐹𝑒𝑎𝑡𝑢𝑟𝑒 𝑀𝑎𝑝 𝑆𝑖𝑧𝑒(𝑚) = 𝑛 − 𝑓 + 1 (1) 
 

 
 

Figure 4. An example of padding operation 

 

 

2.3.  Stride 

Stride defines how many steps the convolution window moves across the input image. Examples are 

illustrated for a stride of 1 and a stride of 2. An example for a stride operation is defined. A larger stride 

produces a smaller feature map output, and a larger stride has less overlap. Stride is used to control the size of 

the feature map. A larger stride has less overlap. We can calculate the feature map size using (2): 
 (n ×  n) ∗ (f ×  f) = (n+2p−fs +  1) × (  n+2p−fs +  1) (2) 

 

Where n ×  n is input image size, f ×  f is filter size, s denotes stride value and p denotes padding  
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2.4.  Activation layer 

The purpose of the activation function is to enable the learning of complex patterns in our data, 

introduce nonlinearity to our network, and allow a nonlinear decision boundary via nonlinear combinations 

of the weight and inputs. There are several activation functions we can use in our CNN. Rectified linear units 

(ReLU) have become the activation function of choice for CNNs. ReLU function helps to train CNN. Simple 

computation (fast to qualify) does not saturate. The ReLu operation changes all negative values to 0 and 

leaves all positive values alone. 

 

2.5.  Pooling layer 

Pooling is the process where we reduce the size of dimensionality of a feature map, allowing us to 

decrease the size of parameters in our network while retaining essential features. Pooling is also known as 

Subsampling or downsampling. In the below operation, A 2x2 kernel is used in the first block of 2x2; a 

maximum value of 123 is selected, and subsequent values in the output are 253, 187, and 165 in the 

production. 

Pooling makes our CNN model more invariant to minor transformations and distortions in our images. 

Pooling helps to maximize the translation invariance. Pooling reduces the output size by sub-sampling the filter 

response without losing information [15]. A significant stride in the pooling layer leads to high information loss. 

A stride of 2 and a kernel size 2x2 for the pooling layer were effective in practice. 

 

2.6.  Fully connected layer 

It means all the nodes in one layer are connected to the outputs of the subsequent layer. Considers 

3D data output of the previous layer and flattens it into a single vector used for input in the next layer. It is 

also known as dense layer. A fully connected layer compiles the data/outputs extracted from previous layers 

to produce outcomes, easy to learn nonlinear combinations of these features. 

 

 

3. SYSTEM DESIGN 

3.1.  Why convolutional neural network works well on images? 

Standard neural networks don’t have convolution filter inputs; for images, every pixel will be its 

input; therefore, a small image that’s 28 X 28 would have 784 input nodes for our first layer. The first step 
here is how to train a CNN. Conv filters learn what the feature detectors learn, and our typical early layer of 

CNN learns low-level features (like edges or lines) specified in Figure 5. Mid-layers learn simple patterns, 

whereas high-level layers learn more structured, complex ways [16]–[19]. During training process, the 

following are the steps to be followed: 

− Initialize random weights values for our trainable parameters. 

− Forward propagate an image or batch of images through our network. 

− Calculate the total error (get some output through the random values). 

− We use a back propagation to update our gradients (weights) via a gradient descent. 

− Propagate more images (or batch) and update weights until all images in the dataset have been propagated 

(one epoch). 

− Repeat a few more epochs (i.e, passing all image batches through our network) until our loss reaches 

satisfactory values.  

 

 

 
 

Figure 5. Training process of CNN 
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This is how we generate random weights for one input image; we get the output of arbitrary values 

for several images, as shown in Figure 6. If all the values generated are correct, we need to figure out how we 

correct our results using the CNN. We create a loss function and use the back propagation method to do this. 

 

 

 
 

Figure 6. Result of random values during the training process in CNN for six images 

 

 

3.2.  Loss function  

The loss function is used for quantifying the loss, how bad the probabilities we predicted, and we 

need to quantify the degree of our prediction. Entropy loss is used for quantifying the loss; it uses two 

distributions,  

 𝐿 = −𝑦. log (�̂�) (3) 

 

Here y is the ground truth vector, ^y is the predicted distribution, and ‘ .’ is the inner product. There 
are also other loss functions that exist. Loss function functions are also called cost functions. For binary 

classification problems, we use binary cross entropy loss. For regression, we often use the mean square error 

(MSE). 

 MSE = (Target − Predicted)2 (4) 

 

Other loss functions used are L1, L2, hinge loss, and mean absolute error (MAE). If there are errors 

in the values, we will update our weights using the back propagation technique to minimize the loss. 

 

3.3.  Back propagation 

Back propagation is very important in training the neural networks, and this process is used to know 

how much to change/update the gradients to reduce the overall loss, as depicted in Figure 7. The Figure 7 

shows the operation of back propagation and the formulas we use in the same [20]. Using the loss value, 

backpropagation can tell us now, for the next iteration, how much we should increase or decrease the weights 

to reduce the overall loss in the network. By forward propagating input data, we can use backpropagation to 

lower the importance and the loss. But this tunes weights for that particular input or batch or inputs. We 

improve generalization (ability to make good predictions on unseen data by using all data in our training 

dataset. 

 

 

 
 

Figure 7. An operation of back propagation technique 
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3.4.  Gradient descent 

In the back propagation process, we update the individual weights or gradients given by wx+b. The 

main is to find the correct value of consequences where the loss is the lowest. Gradient descent is The 

method of achieving this goal (i.e., updating all weights to lower the total loss). It’s the point at which we 
find the optimal weights such that failure is near the lowest. Gradients are the derivative of a function; they 

tell us the rate of change of one variable for another variable. 
 𝐺𝑟adient = dEdw   

 

Where E is the error or loss and w is the weights. 

A positive gradient means loss increases if weight increases, and a negative gradient means loss 

decreases. At point A, moving right increases our weight and decreases our loss negatively; at point B, 

moving right increases our weight and increases our loss positively. Therefore, the negative of our gradient 

tells us the direction in which we are moving. The point at which a gradient is zero means that small changes 

to the left or right don’t change the loss. In training neural networks, this is good and bad; at point C, minor 

changes to the left or right don’t change the loss. Minimal changes to the left or right don’t change the loss, 
and the network gets stuck during training. This is called getting stuck in a local minima. We will use the 

mini batch gradient descent method, which combines both ways. It takes a batch of data points (images) and 

forward propagates all, then updates the gradients. This leads to faster training and convergence to the global 

minima. 

 

3.5.  Optimization 

This is a more advanced gradient descent method that allows us to find the lowest weights, and a 

few advanced optimization techniques are used. What are the problems we need to deal with standard 

stochastic gradient descent? These include choosing an appropriate learning rate (LR), deciding on learning 

rate schedules, and using the same learning rate for all parameter updates (as in the case of sparse data). 

Stochastic gradient descent [21] is susceptible to getting trapped in local minima or saddle points (where one 

dimension slopes up and the other slopes down). 

Several other algorithms have been developed to solve these problems, including extensions to the 

stochastic gradient descent method, such as momentum and nesterov's acceleration. Several optimizers, 

including Adagrad, Adadelta, Adam, RMSprop, AdaMax, and Nadam. have been introduced. We have used 

the Adam optimizer [22]; Adam's adaptive moment estimation is a method that computes adaptive learning 

rates for each parameter and stores an exponentially decaying average of past gradients, similar to 

momentum. Adam is quite effective. 

 

 

4. IMPLEMENTATION 

4.1.  Dataset 

Dataset considered for implementation is real-time dataset. Images are collected from the social 

media, different restaurants and several showrooms [23]. Below is the displayed mathematical model for face 

recognition. We will create a collection of facial images in the database, labeled as y1, y2, y3, … yn. N 

classes are created from these sets, and each class corresponds to a registered person. We define a vector 

comprising K values for each image. 
 𝜇 = (𝜇1, 𝜇2, 𝜇3, ⋯ , 𝜇𝑘)𝑇 (5) 
 

Let T represent the transpose operator. We define a distance function, denoted as d(μ2, μs), for the 
feature vector μ that corresponds to the farthest distance in the input form and fit in to class XL, for each image. 

 𝑑(𝜇1, 𝜇𝑠) > 𝑑(𝜇𝑗 , 𝜇𝑠) ≠ 𝑗, 1, 𝑗 = 0,1, ⋯ , 𝐿 − 1 (6) 
 

In the context of the provided distance function, class XL must exceed a precomputed threshold 

value, represented as d(μ1, μs) > τc. The face recognition algorithm takes an image as input and produces a 
sequence of face frame coordinates as output. There may be one face frame, zero face frames, or several face 

frames in this sequence [24]. 

The mathematical model for determining the integral image involves determining the pixel values of 

the face as (7): 
 Ii(y, z) = ∑ i(y′, z′)𝑦.𝑧𝑖=1  (7) 
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The sum of the intensities of the pixels within the black areas is as follows: let I_i(y, z) represent the 

value of the ith element in the integral image with coordinates (y, z), and let (y', z') represent the brightness of 

the pixel in the image under consideration at coordinates (y', z'). 

 si = ∑ ri, k −  ∑ ri, f𝑧.𝑦𝑖=0𝑣.𝑦𝑖=0  (8) 

 

The equation above is employed for computing the total brightness of the pixels. With a threshold 

value of 𝜏𝑐, the classifier's expression is as (9): 

 𝑤 = { 1, 𝑓𝑖 > 𝜏𝑐;−1, 𝑓𝑖 < 𝜏𝑐; (9) 

 

A set of weights, denoted as wi for 1 < i ≤ n, corresponds to each sample. The best strong classifier is 

computed using a fixed number of weak classifiers, and the equation for the strong classifier is as (10), (11): 

 𝑤 = { 1, ∑ 𝑎𝑐𝑤𝑐𝑐𝑐=1 ≥ 12 ∑ 𝑎𝑐𝑐𝑐=1 ; −0, ∑ 𝑎𝑐𝑐𝑐=1 𝑤𝑐 𝑓𝑖 < 12 ∑ 𝑎𝑐𝑐𝑐=1 ; (10) 

 ac = log  1𝛽𝑐 (11) 

 

Where 𝑤𝑐  represents the weak classifier, and 𝑎𝑐 and β are the weight coefficients associated with the weak 
classifier. Here, c stands for the current number, and C=(1,....,C) represents the set of weak classifiers. The 

goal of this iterative technique is to build a reliable classifier. The following describes the images that show 

the object both before and after illumination: 

 𝑞1(𝑦, 𝑧) = 𝛿0,𝑗 (𝑦,𝑧)𝛿1,𝑗(𝑦,𝑧) + 1 (12) 

 

Where j is the number of current value of the sequence y, z, 𝛿𝑏,𝑗 (𝑦, 𝑧) the brightness value of the pixel of the 

array 𝐼𝑏,𝑗 . b is the identifier of the pixel array, with b taking values in the set (0,1).  

The scientific study involves the analysis of image dispersion after applying brightness. The 

dispersion value is determined by calculating the sum of squared differences between the pixel values in the 

modified image and the mean pixel value across the width and height arrays. 

The dispersion value is calculated as:  

 𝐷(𝐼0,𝑗𝐼1,𝑗) = 1𝑊𝐻 ∑  ∑  (𝑞𝑗(𝑦, 𝑧) − 𝑞𝑗) 2𝐻−1𝑧=0𝑊−1𝑦=0  (13) 

 

In image processing, this formula describes the calculation of dispersion value between two images 

(𝐼(0. 𝑗) 𝑎𝑛𝑑 𝐼(1, 𝑗), 𝑞𝑗(𝑦, 𝑧) denotes the pixel value at coordinates (y,z) for the image parameter j. 𝑞𝑗 is the 

mean pixel value along the y-axis for a specific image parameter j. random variable 𝑞𝑗 which is calculated by 

(14): 

 𝑞𝑗 = 1𝑊𝐻  ∑ ∑ (𝑞𝑗𝐻−1𝑧=0𝑊−1𝑦=0 (𝑦, 𝑧)) (14) 

 

 

5. RESULTS AND DISCUSSION 

Colored RGB images are captured from a camera. The images are depicted in Figure 8 and represent 

real-time images of my friends. These images serve as input for face recognition, which is implemented using 

TensorFlow and Keras libraries. To extract facial features, we employed Haar cascade features [25], 

including various types such as: i) edge characteristics; ii) linear characteristics; iii) center characteristics; 

and iv) diagonal characteristics. The face recognition model and the images used for face recognition are 

subsequently employed for emotion detection of individuals using deep learning techniques, as illustrated in 

Figures 9 and 10. 
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Figure 8. Input images for face detection 

 

 

 
 

Figure 9. Face recognition images using deep learning techniques 

 

 

 
 

Figure 10. Faces are detected through webcam 
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5.1.  Measuring the accuracy of face recognition for an image 

Several images, either in groups or individually, are uploaded into the system to check their 

accuracy. A person should have appeared in the photos multiple times. When all the images are tested in the 

proposed system, the data is computed in the confusion matrix, as shown in Table 2, to calculate the system's 

efficiency. The accuracy of the proposed system is then computed as Table 2. 

 

 

Table 2. Confusion matrix form face recognition 
People No of Images True 

Person 1 5 5 

Person 2 5 5 

Person 3 5 4 

 

 

6. CONCLUSION  

In this research article, face detection and face recognition in videos are achieved through deep 

learning techniques. The complete process of the face detection system begins with data training using the 

CNN approach, followed by face recognition, which is elaborated upon. This article employs Tensorflow and 

Keras to test the model on various RGB images. Additionally, the system's performance is assessed for both 

sets of images and single images captured via a webcam, as well as for video inputs. In video processing, the 

system effectively extracts faces of individuals. The proposed system exhibits a high level of accuracy, 

achieving a recognition rate of 94% after training with a substantial number of face images. However, several 

factors can impact the model's accuracyp. In scenarios with insufficient light intensity or other factors 

affecting image clarity, accuracy tends to decrease compared to situations with higher light intensity. 

Furthermore, the classifier plays a pivotal role in the recognition process, and superior results are obtained 

when the model is trained with a large dataset of images. The generated faces can be utilized as inputs in 

various applications such as emotion recognition, theft identification, defense applications, and more. Deep 

learning techniques consistently outperform OpenCV functions in terms of accuracy. 
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A B S T R A C T   

The most fundamental and crucial processes in Data analysts is effective information processing while cleaning 
information from noisy sensors. Conventional outlier identification techniques should not be used directly for 
this type of assessment, as sensor data can contain both noise (piezoelectric microphone type) and severe ab-
normalities. To manage the problem of sound reduction while maintaining the anomalies in the IIoT information, 
this paper proposes a method of calculating the noise score which takes into account both the rate of variation 
and the variance. To establish the unit of evaluation of the measurement of difference which would be used in 
conjunction with statistical analyses, a sliding window method. Extensive testing shows that the proposed 
strategy surpasses existing advanced noise detection methods, producing a clean dataset that maintains anom-
alies to successfully use abnormal investigation techniques.   

1. Introduction 

Sensors were frequently used in the new generation of cyber-physical 
capabilities provided by IIoT architecture to collect information about 
the actual environment so processors can choose the appropriate actu-
ator [1]. The sensors were considered trustworthy in the sense that the 
measurement they acquire correctly represents the real state of the 
environment [2–4]. If the ambitious opponent wins by compromising 
these hypotheses, however, malware management choices could result. 
Such an unsupported assumption could well have devastating effects on 
society as a whole in contexts where regulation of safety-critical activ-
ities is required. A unique method for identifying cyber attacks on 
cyber-physical networks has just been developed, and it does so by 
identifying improbable sensor behavior [5]. Large volumes of informa-
tion have been generated in IIoT configurations. When carrying out 
predictive analyses on such amounts of information, the “5V” (volume, 
variety, speed, volatility, and veracity) of massive data comes into play 
[6]. The enormous volume and complexity of the information place 
heavy demands on the techniques for preparing the information now in 

use. Requirements are further augmented by changing data flows and 
real-time requirements [7]. Normally, sensors produce consistent data 
flows. Information that would be continuously generated, often at a high 
percentage, was referred to as information flows. Information gathering 
and rapid response are essential in fully automated manufacturing op-
erations [8]. Machine-to-machine connectivity was critical in IIoT con-
texts. Intelligent sensors and gadgets not only provide information but 
also communicate with their surroundings, and provide rapid responses 
[9]. In these IIoT environments, the requirement for proper interaction 
and also the availability of continuously flowing streams of data clash 
with the characteristics of taking a picture of the full set of data & 
conducting calculations using uncertain response times. 

An Artificial Neural Network (ANN) was designed to mimic the 
biological neural network seen in mammalian brains. The neurons that 
bring these nodes together make up an ANN’s element. Based on the 
input information, points are connected in steps to generate non-linear 
output data [10]. Interconnects between networks allow the output of 
a node to be introduced into the input of another node. The significance 
of the transmitted data can be derived from the weightings applied to 
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each link [11]. The output signal of a neuron was driven by a threshold 
function, as in biological neural networks. All weights will need to be 
initialized when configuring an ANN [12]. To create a reliable, balanced 
system, these weights were modified holistically during network 
training using a predetermined learning algorithm. 

The major contributions of the work are: 

• One of the most fundamental and crucial processes for effective in-
formation processing was the cleaning of information from noisy 
sensors.  

• To manage the problem of sound reduction while maintaining the 
anomalies in the IIoT information, suggested a creative approach.  

• It proposes a method of calculating the noise score which takes into 
account both the rate of variation and the variance.  

• To establish the unit of evaluation of the measurement of difference, 
which would be used in conjunction with statistical analyses, a 
sliding window method was used. 

2. Related works 

The objective of the innovations and study was to discover inex-
pensive and energy-efficient solutions to the problem of Radio Fre-
quency (RF) signal interference. According to others, ‘s centralized 
system for wireless device coordination that uses specific methods run 
through a common service-level platform to handle variable RF range 
devices seems to be a workable option [13,14]. However, such a system 
requires that all IoT devices be geographically co-located and inter-
connected via the same network, which is generally not the case in 
contemporary manufacturing units [15]. Distributed intelligent sensors, 
on the other hand, could be more efficient, particularly in terms of en-
ergy needs for large areas. These smart devices could use machine 
learning algorithms to change communication variables and organize 
themselves [16]. Other approaches to the RF interference issue include 
mobile networks, which provide IoT devices with the architecture they 
need for signal power, and even a dedicated IoT connection for mobile 
networks. By maximizing the ratio of all IoT devices, this approach 
determines which cellular client RF to communicate using a deeper 
strengthening learning method, which takes time to learn [17]. The loud 
noise that machines and robots make in major manufacturing sites is the 
main source of RF interference. In an IoT ecosystem, reducing the impact 
of this sound would increase, enhancing the signal transmitted between 
interconnected devices [18]. 

The primary method to solve the noise reduction problem was ma-
chine learning. Advanced auto-encoder techniques and ML extracting 
features are used to reduce the impact of background noise on com-
puters. Large businesses also used the continuously hidden Markov 
model to eliminate noise and recognition. Continuous Hidden Markov 
Model (CHMM) was applied to describe electromechanical sound in 
external analysis after the detection of noise in space and time [19]. In 
addition, for many types of information, including the time information 
under discussion, noise and anomalies had separate definitions. High 
peaks in ECG data can be signs of abnormalities, such as a rise in heart 
rate [20]. To produce its source of information for extraction techniques 
or categorization, the study identifies peak errors and a series of dirty 
spots as anomalies. 

3. Proposed noise detection method 

Point sound and continuous sound were the two main types of noisy 
data. The latter, which may be more difficult to process, make up the 
majority of the dataset collected for our research [21]. A threshold 
method based on a Quantile-Quantile plot (Q-Q) has been created to 
recognize noisy information based on these values. This article suggests 
sound purification strategies to address the problem of information 
quality, which would be inspired by previous research that focuses on 
IIoT architecture. To enhance the sensing quality of the data & work in 

both big information and real-time situations, it might be folded into a 
filtering component in the data transformation layer as depicted in 
Fig. 1. To assess how dramatically the numbers within the window 
changed, in comparison to those of the preceding one and quantify the 
extent of the divergence from the background ordinary windows, 2 
well-defined cues were presented based on sliding window frames, 
specifically, neighbor contrasting & background contrasting. The inte-
rior values were sound, and windows with higher test scores were 
deemed noisy window frames. The researchers use experiments to study 
the viability of the proposed sound detection strategy and show how it 
improves detection methods. After the sound has been removed, the 
data cleaning enhances the accuracy of anomaly detection, and also the 
level of noise offers additional information about the information’s 
condition. 

The distance here between the present point and also the typical 
locations can be used to determine the size of the deviation, and also 
locations with larger beaches were exceptions. Due to this, methods for 
detecting distance-based outliers have become so widely used [22]. 
While higher levels point to the presence of sound, lower levels of 
dissimilarity point to the absence of sound. Noise Criterion (NC) refer 
could be employed to evaluate this resemblance given in Fig. 2. The 
difference between the sliding windows in the neighboring window 
would be greater than usual points when it covers the sound elements. 
The existing sliding windows and their neighbors were indicated by the 
red and green windows, accordingly. The second window does have a 
greater noise rating and a large aspect value. 

As seen in Fig. 3, where the sound described in green cannot be 
recognized at all, the researchers obtain detection accuracy as a function 
of NCs. In this instance, a backdrop model with typical windows was 
constructed so that this particular sort of sound may be identified by its 
greater contrast to the background image. 

The mean value (wm) & standard deviation (ws) were computed for 
every moving window. 
dwmx

=
̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

(wmx − μm)
√

δ−1

m (wmx − μm) (1)  

Where μm, μs and δm, δs are the mean and covariance of the data in wmx 
and wsx, respectively, where the range taken from 0 to 1. 

The noise level scoring depending on the BC of windows wi was 
provided as the background model. 

Sbcx
(ws)=

1

|B|

∑

w∈B

x2(wx,w) (2)  

Where |B| - cardinality of set B. 
This means that many forms of distribution were present in all the 

information. The majority of the points belong to the allocation that 
would be centered around the red dotted line, whereas the other points 

Fig. 1. Proposed detection method was incorporated into the data management 
layer of an IIoT system. 
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diverge from this range. We specifically searched for windows that fit 
these locations to identify the noisy window [23]. The initial and third 
quartiles of the distributions were connected by a line superimposed on 
the graphic, allowing us to determine the equation for line f. (Xd). 

Although there are some parallels between noise and anomalies, they 
seem to be very distinct from a physical interpretation standpoint. This 
problem is overlooked by several widely used approaches, which yield 
subpar detection results. This study focused on the distinction between 
sound & anomalies to address the issues, and on this basis, the chi- 
square distances and also the template matching method was used to 
quantify the change rate & departure as the differentiation. While the 
dissimilarity between datasets and anomalies has decreased as a result of 
these countermeasures, the difference between datasets and anomalies 
has increased. Since the abnormalities are true positives, it means that 
the sound detection results were not affected by the abnormalities. By 
computing two vectors using data sets, it must be typically used to 
compare two histograms, but when it regards statistical information, it 
may be viewed as a weighted Euclidean distance. Due to its increased 
time complexity, Dynamic Time Warping (DTW) is an unwise choice. 
For example, the time it takes to calculate the distance between two 
matrices is 0. 036161 s and 1.995205 s, respectively. 

4. Experimental setting 

The normalcy test, noise, and anomalies are the real information 
gathered by the sensor measurements. The pattern corresponding to the 
events was carefully labeled and the actual noise was naturally incor-
porated shown in Fig. 4(a). The information could be plotted and visu-
ally reviewed to show that there are not many changes in the data sets 
between seconds. Thus, the information should first be processed using a 
batch normalization filter of size 300 to increase the effectiveness of the 

noisy data purification system Fig. 4 (b). Using the above information, 
system variables such as the baseline and threshold were generated. 
Following the sharing of information, a set of 12 datasets would be used 
to evaluate the proposed methodology. One step size is used to cross the 
sliding window during the period-series data. For BC & NC, the devia-
tion value was experimentally adjusted to 0.5 & 0.1, accordingly. 

4.1. Discussion 

Some windows may contain both sound and regular dots, but they 
could eventually be recognized as noise windows. The method, how-
ever, traverses the time-series data with a step size of 1, thus if the 
sliding window only captures a small portion of the sound, the con-
trasting cue score was insufficient to cause a sound alarm. Only when 
most of the dots in the window were noisy did the contrast score exceed 
the required level. As shown in Fig. 5 (a) signifies all the sound detection 
accuracy, Fig. 5(b) demonstrates a resolving power of the green region 
which reflects the period when the noise had first been detected, Fig. 5 
(c) displays the first detected loud noises window, which should be a 
growth of the spectral range of Fig. 5 (d) displays the magnified sound 
points in the spectral range. In the initial sound instance, after hierarchy 
magnifying, it would be evident that only the windows with a significant 
amount of large volumes of data could cause the contrasting values to 
surpass the threshold. 

Fig. 6 (a) – (d) shows a graphical representation of the other iden-
tification techniques, such as LOF, COF, LDOF, iForest, average pre-
dictor, and their proposed approach, avoiding cluster techniques. The 
average results from the approach presented in Fig. 7 were based on two 
separate thresholds. The PI can be seen in Fig. 7(a) and (b) as a gap 
between the two dotted lines. The document itself and the results of the 

Fig. 2. NC recognizes spike sound.  

Fig. 3. Results of noise detection by NC.  
Fig. 4. Q-Q waveform (a) NC. (b) BC.  
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information purification were used in blue and red, accordingly. The 
outcomes of the proposed product’s sound detection were seen in Fig. 7 
(c), and the audible cleaning results of the proposed method are shown 
in Fig. 7(d). Information on false positives and false negatives through 
various approaches can be found in Table 1. 

Our proposed strategy provides more encouraging results than other 
advanced detection systems already in use, effectively eliminating noise 
from information while maintaining anomalies. Additionally, Fig. 8 the 

detection details illustrate the effectiveness of the proposed technique 
for managing contextual sound. The majority of undesirable sounds, 
including spikes & continuous sound points, have been eliminated as an 
outcome of the cleansing process, leaving only the anomalies with minor 
deviations. 

The red dotted line roughly represents where the majority of the 
information, lies, and deviations from this line signify variations in the 
normal distribution. The departures are not immediately obvious and 

Fig. 5. Sound detection accuracy.  

Fig. 6. Detection results based on different methods.  
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seem difficult to spot, as can be seen in Fig. 9 (a). Given this, even some 
typical points were split, not to mention keep abnormal data, assuming 
that 65 was correctly selected as the threshold. Conversely, the depar-
ture in Fig. 9(b) was obvious, as it has been demonstrated experimen-
tally that the windows straying from the red dotted line contain 
irrelevant information. 

Pervasive noise is frequent and seems inevitable in many real con-
cerns. Access to specific information was necessary to ensure effective 
research methodology. To provide better information, an accurate noise 
reduction must be performed during processing. The noise was generally 
distinguished from normal data by distinct properties which differed 
from it. However, significant anomalies also show this discrepancy. 
Finding noisy data as comprehensively as possible without accidently 
selecting anomalies appears to be a challenge. Numerous problems still 
need to be resolved in the majority of the detection is approaching now 
in use, including mixed noise & anomalous findings in classification 
methods or more false negatives or false positives because of an insuf-
ficient threshold. This would be addressed by proposing a single method 
of noise detection based on context and close objects. When compared to 

Fig. 7. Average forecast.  

Table 1 
FP and FN Q-Q  

Method LOF COF LDOF iForest Ours 
False positives 52 430 441 3080 169 
False negatives 1114 925 893 146 182  

Fig. 8. Magnification features.  
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the neighboring data, noise that manifests as abrupt jumps or spikes may 
be distinguished, while anomalies that move more slowly have a high 
contrast score and many are preserved as predicted. The experimental 
measurements demonstrate that our proposed method performs more 
effectively than other state-of-the-art recognition methodologies, and 
the implementation in the intrusion detection system shows that the 
cleaning information may reduce the impact of sound & produce supe-
rior anomalous identification. 

5. Conclusions 

One of the intuitive notions is that when a momentary change occurs, 
we may note how long this would remain & assume that it represents a 
new sort of signal rather than sound if the time it lasts exceeds a pre-
determined quantity. This makes automation easier, but increases 
computation, memory, and processing time, as trade-offs were un-
avoidable. The accuracy and recall of the identification results should 
again be exchanged when determining the right window size for the 
identification of noisy windows. A new approach would be required to 
be used for processes like biological system anomalies where there 
aren’t any suitable biological signifiers or biological experiments that 
provide an advanced warning of the anomaly advancement. While the 
noise removal process operates well where the substantial anomalies 
create extra gradually than the loud sound deviance, as in processes with 
mechanical parts that gradually deteriorate, there might be devices like 
these. Uncertainty can arise from various factors such as sensor inac-
curacies, communication delays, or environmental conditions. Identi-
fying and reducing these uncertainties can lead to improved system 
performance and uptime. 
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Abstract— Communication is vital for sharing emotions and thoughts, yet deaf and mute individuals 
face challenges in expressing themselves. Sign language serves as their primary mode of 
communication, but its limited understanding among the general population creates barriers. This 
paper presents a sign language recognition model utilizing convolutional neural networks to interpret 
hand and facial gestures. Data collection is facilitated through OpenCV and Mediapipe, enabling 
accurate prediction of words. The model acts as a bridge between individuals with physical 
disabilities and the general populace, facilitating effective communication and fostering inclusivity. 
[[11][12][13][14][15][16][17][18] 
Keywords—Sign Language, classification, Neural Networks, Tensor Flow Kera, Media pipe 
 
I. INTRODUCTION 
Communication plays an important role in sharing feelings and asking for help. But when we 
consider people with hearing and vocal disabilities, they use a language known as sign language to 
communicate with others. This sign language is hard to understand others. So, this makes the lives 
of those hard and unimaginable 
When we consider people with hearing and vocal disabilities, they use their hand movements and 
facial recognition to communicate with others, which we indeed call sign language. They mainly use 
their hand movements to share with others. 
When we talk about sign recognition there are mainly categorized into two types static recognition 
and dynamic recognition[1]. Static recognition means only a single frame sign can be recognized. 
But when we talk about dynamic recognition this can recognize the sign in both static and moving 
positions. This model can predict both the static and dynamic recognitions of some basic words such 
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as thanks, hello, etc., along with some alphabet. 
We have to create our dataset with the help of OpenCV. While collecting the data we convert the 
data into an array of key points using a mpholistic media pipe. In this, we majorly work on hand 
gestures and face recognition. 
After finding the key points these key points are stored in the form of an array. This array contains 
the key points that belong to the face, left hand, right hand, and pose. Then we train the model based 
on the data that we collected and test it against the test data. Finally, we check the model in the real 
world. 
To make Sign Recognition Model we have used different libraries or modules they are: 
Keras is an open-source neural network library that runs on top of TensorFlow. It is made so that the 
user can use it easily. This library is used in the deep-learning algorithm.[2] We tried to use this 
library mainly because it has many advantages over similar types of libraries. Its major advantages
 include simple API, Pythonic nature, 
extensibility, modularity, and strong backend support. 
The ability of Keras is to create state-of-the-art implementations of common deep neural networks. 
And these which are produced using Keras are easy and fast accessible after creation. And also, these 
models can be deployed on multiple platforms 
The following flowchart is how to create a deep learning model in Keras.[15][16][17][18]  
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OpenCV is a famous and big open-source library for computer vision, machine learning algorithms, 
image processing, and real-time operation. We use this OpenCV for computer vision because it is 
easy to learn, OpenCV is written in C, C++and python languages, and less RAM consumption. [3] 
OpenCV is used to process images and videos and to identify various objects, hand signs, and facial 
expressions. To pinpoint image patterns and their features we use vector space and mathematical 
operations.[4] 
When there is a boy image is given, there will be a lot of information present in that image like the 
boy wearing a cap and chain, etc. we use OpenCV to get all these types of information 
There are a lot of applications using OpenCV like Face and object Recognition, several people in a 
place like a temple or theater, automatic cars, etc. 
Neural Networks are a subset of machine learning that is important in deep learning algorithms.[5] 
The neural network’s basic ideology is taken from the human brain working like biological neurons. 
Neural networks are hugely based on training the data and learning from it and they also improve 
their accuracy as time progresses. 
Once the accuracy of these data is turned out to be at its best then it allows us to classify and cluster 
the data at a High- Velocity Rate ANN has different node layers those are an input layer, one or more 
hidden layers, and an output layer. ANN has a set of algorithms that are constructed in such a way 
that it recognizes the patterns in data samples and they are slightly based on the human brain. In 
ANN there are many hidden layers between 1 input layer and 1 output layer. However, the hidden 
layers depend upon the complexity of the problem The ANN recognizes a pattern that has all the 
real-time data, images, videos, and sounds. In simple neural network helps us to cluster and classify 
the data easily 
A recurrent neural network (RNN) is another form of Neural Network. In RNN the input is processed 
through the number of layers and output is produced here the same task is performed for every 
element of a sequence.[6] In RNN the information is carried out to different neurons through loops. 
MediaPipe is a structure for building ML Pipelines. MediaPipe is a toolkit that consists of a 
Framework and Solutions.[7] The framework is written in java and C++. MediaPipe supports 
complicated graphs. May Built-in calculators come with GPU acceleration for performance 
optimization. 
MediaPipe depends on OpenCV for video and FFMPEG for audio handling. 
This model varies from existing models in such a way that in general, all the existing models have 
made great contributions toward achieving greater accuracy but those all have used image datasets 
that consume a lot of space in our memory. But here in our model complete data is stored in the form 
of arrays which can save our memory. This is the major difference between the remaining models 
and this proposed model. 
 
II. RELATED WORKS 
Design of a communication aid for the physically challenged [8]. 
It consists of two parts training part and the testing part in the training part the user used feed-forward 
neural networks. The SLR System was developed using the MATLAB Platform. Here MATLAB is 
not that coherent. 
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American Sign Language Interpreter System for Deaf and Dumb Individuals [9]. 
The given system recognizes and translates 20 out of 24 hand signs of the alphabets ASL into text 
output. The knowledge of PCA is used on sign images of the ASL alphabet. We will use the image 
to extract PCA Features to classify the image into one of the ASL. Due to the Occlusion problem the 
alphabets A, M, N, and S couldn’t be recognized. For this system, they have used only a limited 
number of images. 
Nasser H.D et.al [10] considers this approach where the key features extracted are SIFT (Scale 
Invariant Feature Transform) key points. They further constructed grammar from a sequence of hand 
postures for detecting dynamic gestures. 
 
III. PROPOSED METHOD 
This construction of the model can be classified into five steps: 
1. Dataset Collection 
2. Data Pre-Processing 
3. Training the model 
4. Validating the model 
5. Testing the model 
i. Dataset Collection 
We have created our database using OpenCV. But, instead of storing it in the form of images. We 
stored them in the form of arrays. These arrays contain the key points identified in the face, left hand, 
right hand, etc. This dataset contains some common English words that are used in English i.e., 
thanks, hello, etc. along with some English alphabets and numerals. This dataset is majorly based on 
hand gestures. Each hand gesture will be stored in the form of unique arrays. 

 
Figure 1: Show collecting Data related to sign Thankyou 

 
Figure 2: Show collecting Data related to sign Hello 
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As shown in the above images the data will be taken through the camera using OpenCV. And the 
points that are shown are identified with the help of Mediapipe libraries. These Mediapipe libraries 
are used to identify key points in the total body. 
 
ii. Data Pre-processing: 
As data is stored in the form of arrays, each array size will be 1662. Each array contains face key 
points, left-hand key points, right-hand key points, and pose key points. The face contains 33 points, 
the hand contains 21 key points, and the pose contains 468 key points. And individually each face 
key point has three attributes x, y, z, and visibility. The hand key point contains three attributes x, y, 
and z. The pose key point contains three attributes x, y, and z. So, all three attributes will be stored 
in the form of an array of size 1662. When creating the dataset whole body is not used only the hand 
and face most of the pose key points will not be recognized. If we store the data as we receive it from 
the camera it will be a difficult job to determine the output. Because if we create an array of the key 
points that we recognize the arrays will be created with different sizes. So, instead of leaving the 
unidentified key points as null points. We use zeros to fill in the key points that are not identified. 
By that, we can avoid the problem of noises and deviations that would be created while predicting 
the output. 
 
iii. Training the model: 
After preprocessing the data, we split data into two parts train and test splits using scikit 
train_test_split from sci-kit learn. Test and Train data will be completely different. Here we use 
LSTM (Long Short-Term Memory) model which is a recurrent neural network model. We train the 
model based on the train data. The model summary can be described as shown in the below figure: 

 
Figure 4.3.1: Model Summary 

The above figure gives information about the number of parameters that are trained in each layer of 
the neural network. When we are training a model with the neural network algorithms, we need to 
use an activation function that plays a major role in deciding the performance of the model. The 
activation function that is used in this model is ReLU (Rectified Linear Unit) activation function. 
This is the most used activation function. And this activation function is used to determine when to 
trigger the inputs to the next layer in deep learning neural networks. 
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iv. Validating the model: 
Initially, before training the model the whole dataset is divided into two parts. The second test split 
is used to validate the model. We pass the test data to the model and let it predict the output. That 
output will be compared with the label that is given to the image. Based on that accuracy will be 
calculated. This model gives an accuracy of around 87%. 
 
v. Testing the model: 
This is the final step in the implementation phase. Here we test our model with real-world data. And 
the model is allowed to predict the results. This is briefly discussed in the results part. 
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The above flowchart describes all the steps that are in the process of preparation of this model starting 
from dataset collection to the final validation process. By looking at this flow chart we can get an 
overview of the preparation of this model 
 
IV. RESULT AND DISCUSSIONS 
We have successfully created a Sign Language Recognition model. In which the data set is converted 
into arrays. While running this system we found an accuracy of 86.24%. To improve this accuracy, 
we can add more data to the dataset. 
  

Figure 3 

 
Figure 4 

Figure3,4: Show the predictions that are made by the model. 
In [11] 3rd InCI Conf. on Recent Advances in Information Technology I RAIT-20161 there is a 
detailed analysis of a number of common methods and its comparative study is tabulated below 
(Table 1). Entry (5) indicates our results. 
 

Table-1:Caomaparision with popular models 
SL.NO Segmentation 

Technique 
Feature Vector 
Representation 

Classifier Acc 
(%) 

1. Discontinuity 
(time-variant 
parameter 
detection) 

Posture, 
position, 
orientation 

HMM 80.4 

2. Manually 
from 
background 

Blob and ridge 
features 

Particle 
filtering 

86.5 

3. HSV color 
space 

The convex hull 
of the contour 

Haar like 
technique 

N/A 

4. RGB to Gray Euclidean 
distance 

Neural 
Networks 

N/A 

5. Images to 
arrays 

Hand gestures Neural 
Networks 

86.24 

 
IV. CONCLUSION 
The Impaired people communicate in Sign Language which is not understood by regular people. We 
built this system to ease the difficult communication between deaf and dumb people and normal 
people. This system will automatically recognize the hand gestures made by people and take this 
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sign as input and gives related output in form of text. 
This system is built on a CNN algorithm and gives an average accuracy of 86.24%. This accuracy 
can be further improved by giving more data into the dataset. 
FUTURE SCOPE 
We are trying to increase our accuracy by increasing the number of layers in the neural networks. 
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 Multiple-input multiple-output (MIMO) and orthogonal frequency division 

multiplexing (OFDM) are widely utilized in wireless systems and maximum 

data rate communications. The MIMO-OFDM technology increases the 

efficiency of spectrum utilization. The peak-to-average-power ratio (PAPR) 

minimization in MIMO-OFDM is a complex task in wireless 

communications systems. In this research, an adaptive tunicate swarm 

optimization with partial transmit sequence (ATSO-PTS) algorithm is 

proposed for a reduction of PAPR in MIMO-OFDM. The nonsquare-matrix-

based differential space time coding (N-DSTC) scheme is used for the 

encoding and decoding process of MIMO-OFDM. The N-DSTC encoding 

and decoding are linear error-correcting codes that are utilized for message 

transmission over noisy channels. The pre-specified quadrate phase shift 

keying (QPSK) symbol is deployed for the modulation and demodulation 

scheme. On the receiver side, the serial to parallel (S/P) conversion, and fast 

Fourier transform (FFT) are accomplished, alongside the received data bits 

being demodulated to obtain the output bits. The proposed ATSO-PTS 

method achieves better results according to performance metrices PAPR, bit 

error rate (BER) and signal-to-noise-ratio (SNR), with values of about 2.9, 

0.01 and 0.025, respectively. This ensures superior results when compared to 

the existing methods of twin symbol hybrid optimization applied to partial 

transmit sequence (TSHO-PTS), selective level mapping and PTS (SLM-

PTS), and particle swarm and grey wolf (PS-GW) with PTS, respectively. 
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1. INTRODUCTION 

The growing need for advancements in wireless applications has rendered the currently available 

radio frequency (RF) spectrum, inadequate to meet future service requirements [1]. Orthogonal frequency 

division multiplexing (OFDM) is majorly considered in wireless systems to attain maximum-rate data 

transmission due to its larger spectral efficiency, simple equalization, as well as low-complexity execution 

[2], [3]. Therefore, OFDM is also majorly utilized in wideband communications over mobile radio channels, 

digital audio broadcasting, high-bit-rate digital subscriber lines and optical systems [4]. Despite the OFDM 

https://creativecommons.org/licenses/by-sa/4.0/
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having number of advantages, it has one major limitation, which is that the transmitted signal has a high 

peak-to-average-power ratio (PAPR) [5]. On an summption of maximum PAPR, the OFDM signal is fasten 

when it forwards by non-linear high-power amplifier (HPA) and thus, the performance is degenerated, while 

in-band bias as well as out-of-band radiation also happens. Thus, the OFDM transmitters needs costly linear 

HPA with extreme dynamic range [6], [7]. Recently, a number of optimization algorithms are recommended 

to optimize the partial transmit sequence (PTS) technique for PAPR reduction in OFDM systems [8]. 

Between them, the most famous evolutionary algorithms are the genetic algorithm (GA), differential 

evolutionary algorithm (DE), and biogeographic optimization algorithm (BBO) which are majorly used for 

the reduction of PAPR [9]. However, the selection of the phase factor sequence in the PTS approach is a risk 

in non-linear optimization, which is caused by greater complexity and memory utilization if there are a 

greater number of non-overlapping sub-blocks [10], [11]. By embedding the pilot signal within the optical 

OFDM signal in the frequency domain minimizes the time domain signals [12]. A reduction of PAPR in 

MIMO-OFDM is a complex task in wireless communications, where the spectral efficiency is also reduced 

when the cyclic prefix enters in OFDM [13]. According to the literature and targetted at the limitations of an 

existing signal compounding transform methods, a novel approach is inroduced for combinely optimize the 

PAPR and bit error rate (BER) performance [14], [15]. 

Sarkar et al. [16] implemented a twin symbol hybrid optimization applied to partial transmit 

sequence (TSHO-PTS) to minimize PAPR in cyclic prefix-OFDM (CP-OFDM). The hybrid optimization 

algorithms of salp swarm (SS) as well as bald eagle search (BES) were produced to determine phase factor. 

The digital chaotic was utilized to certify physical layer security in data transmission for (DFT-S-OFDM) 

subcarrier allocation. A PTS method achieved the minimum PAPR in less processed and consumed time, but 

the efficiency of bandwidth was decreased by the system itself. Sidiq et al. [17] developed a hybrid method 

of selective level mapping and PTS (SLM-PTS) with ant bee colony (ABC) phase optimization for PAPR 

minimization. The SLM was initially enforced to the traditional farnesyl dimethyl chromanol (FDMC) signal 

and the PAPR signal was obtained with selected similar phase sequences. This method significantly 

minimized the PAPR by the minimum computational complexity by combining the SLM and PTS benefits. 

The SLM-PTS suffered from the interface between unsynchronized symbols in the closest bands. Kumar et 

al. [18] implemented a PTS over a hybrid of particle swarm and grey wolf (PS-GW) optimization for the 

performance of minimum PAPR, as well as low computational complexity. The PS-GW identified the phase 

rotational factors combination effectively. The PS exploitation was improved with the estimation capability 

in GW to develop multiple variations in quality. The PS-GW achieved better performance and minimum 

PAPR than the PS and GW. However, PAPR achievement was decreased using various channel constraints. 

Prasad and Jayabalan [19] implemented a particle swarm optimization (PSO) applied to the technique of PTS 

to identify the phase factor for reducing the PAPR. A scaling factor was established in the velocity updating 

equation of conventional PSO to enhance the inertia weight and particle velocity. The PSO-PTS achieved the 

efficient minimum PAPR and was most efficient for the applications using the 64-quadratic amplitude 

modulation (QAM) modulation scheme, but this method performed a low convergence rate. 

Şimşir and Taşpınar [20] implemented a discrete elephant herding optimization using PTS (DEHO-

PTS) to minimize PAPR in universal-filtered multi-carrier (UFMC) signals to the lowest levels. An advanced 

scheme of PTS was powered by an intelligent optimization which was enforced to UFMC waveform. This 

approach was majorly focused on decreasing the transmission signals in PAPR values and achieved better 

performance and low BER. The conventional PTS was a difficult method for systems to obtain efficient 

transmission powers with a smaller number of searches. Bai and Yang [21] developed an enhanced PSO 

called the discrete adaptive PSO (DAPSO) approach for solving the problem of high PAPR in UOWC. This 

method integrated PTS and DAPSO to minimize the PAPR in the UOWC system. The PTS was applied to a 

probabilistic approach for effectively defeating the performance of PAPR. Simultaneously, the two-

dimensional adaptive PSO effectively modified the comprehensive search for the phases of PTS. This 

method effectively solved the complexity of the calculation and also achieved a fast convergence speed. 

Abed et al. [22] introduced PSO-based dummy sub-carriers which were applied with data, without 

transmitting the side information for PAPR reduction. The fusion of suggested approach was employed by 

calculating a PAPR at an outcome of inverse fast fourier transform (IFFT). Later, this method added the six 

adaptive sub-carrier sequences to an IFFT input data. This method transmitted the data when the dummy sub-

carrier was in a significant threshold. Further, it utilized the additive white gaussian noise (AWGN) channel 

to explore the performance of PAPR and BER. This method achieved low computational complexity 

regarding the number of additions and multiplications, but it had a low convergence rate. Li et al. [23] 

developed a PTS-based discrete PSO with a threshold (PTS-DPSO-TH) and utilized to a filter bank multi-

carrier with quadratic amplitude modulation (FBMC/OQAM) for PAPR reduction. This method utilized the 

DPSO to identify an optimal solution and effectively minimize the PAPR in the OQAM approach, alongside 

reducing the complexity problem. Then, the threshold was established to minimize the iteration numbers, and 
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later decrease the system complication on the assumption of undertaking the PAPR reduction performance. 

The PTS-DPSO-TH effectively reduced the PAPR, but this approach had a low convergence rate.  

Şimşir and Taşpınar [24] introduced an efficient PAPR reduction method for the waveform of the 

UFMC system. This method initially introduced a novel discrete version of the invasive weed optimization 

(DIWO) approach and combined it with the traditional PAPR reduction approach called PTS deployed as the 

phase optimizer. By doing so, this method acquired a novel method known as DIWO-PTS. The DIWO was 

the method to optimize the phase sequences in the discrete phase. The DIWO achieved the best phase 

integration in a minimum number of searches. However, the DIWO had less population diversity and did not 

take the best member of the population during the process of optimization. Ali and Hamza [25] implemented 

a new optimization method, teaching-learning-based optimization (TLBO) for the reduction of PAPR in the 

OFDM signal. This approach introduced selective mapping (SLM) based TLBO for the effective reduction. 

The TLBO was performed to identify search factors in the SLM approach. This method effectively reduced 

the PAPR with low computational complexity and did not require certain parameters. However, this method 

consumed a larger memory storage space. To address these limitations of the existing methods, the MIMO-

OFDM systems are proposed in this research. Simultaneously, the synchronization, evaluation of channel, 

PAPR, larger memory storage, selection of antenna, and convergence rate were the specific limitations of the 

above-discussed existing methods which are examined through the OFDM signal. Therefore, for the 

reduction of PAPR, the novel adaptive tunicate swarm optimization with partial transmit sequence (ATSO-

PTS) with MIMO-OFDM approach is introduced to minimize PAPR in OFDM. Further, the proposed 

method is briefly discussed in the following section. This research’s major contributions are as follows: 
− This research offers the reduction of PAPR with faster convergence as well as minimized computational 

complexity as the foremost achievement. 

− The paper focuses on minimizing PAPR using quick convergence and minimizing computational 

complexity. The ATSO-PTS is developed for PAPR reduction in MIMO-OFDM. 

− Nonsquare-matrix-based differential space time coding (N-DSTC)approach is employed for encoding 

and decoding which helps to achieve better data broadcasting over the MIMO-OFDM. This research 

considers quadrature phase shift keying (QPSK) for modulation/demodulation because of its low error 

probability. 

The rest of the paper is arranged in the succeeding way: section 2 presents the proposed 

methodology which includes the MIMO-OFDM system with N-DSTC encoding and decoding approaches. 

Section 3 discusses the ATSO. Section 4 describes results and discussion and finally, section 5 describes the 

overall summary. 

 

 

2. PROPOSED METHOD 

In this research, an ATSO is proposed with the N-DSTC coding for minimizing PAPR while 

transmitting the data over MIMO-OFDM. The N-DSTC codes are linear error-correcting codes that are 

utilized for the transmission of messages over noisy channels. Figure 1 depicts the proposed method’s 
workflow.  

 

 

 
 

Figure 1. Workflow of the proposed method with MIMO-OFDM 

 

 

At the transmitter, the incoming binary data is first grouped and mapped according to the coding 

scheme of N-DSTC. The QPSK symbol is the pre-specified modulation scheme utilized, and then converted 

into parallel signals by serial-to-parallel block. After inserting some pilots, IFFT is additionally deployed for 



Int J Reconfigurable & Embedded Syst  ISSN: 2089-4864  

 

Adaptive tunicate swarm optimization with partial transmit … (Abdul Lateef Haroon Phulara Shaik ) 

531 

transmitting a sequence of data to a time-domain signal. An ATSO is inserted into the time-domain OFDM 

symbol to reduce the inter carrier interface (ICI) and inter symbol interference (ISI). The transmitted signal 

passes by using the channel with AWGN noise after the converting the signal serial into parallel. The FFT is 

followed after the conversion of serial to parallel at the receiver. After FFT, some pilots are removed and the 

system is converted from parallel to a serial block. At last, the binary data is acquired after the demodulation 

using the QPSK modulation scheme, and decoding using the N-DSTC coding scheme. The QPSK provides a 

low error probability and good noise immunity, alongside the bandwidth required by the QPSK being 

reduced to half as compared to binary phase-shify keying (BPSK) for the same BER. Furthermore, IFFT is 

employed for transmitting the sequence of data to the time-domain signal, after inserting some pilots. 

 

2.1.  System model of MIMO-OFDM  

In this paper, a system model of MIMO-OFDM [26], having three major portions, namely, 

transmitter, channel, and receiver is introduced. This approach provides an efficient and robust system for 

data transmission in MIMO-OFDM. Figure 2 shows the system model of MIMO-OFDM. 

 

 

 
 

Figure 2. System model of MIMO-OFDM 

 

 

The system of IFFT and FFT MIMO-OFDM is implemented in this paper. This approach provides 

an efficient and robust system for data transmission in MIMO-OFDM. A baseband signal is described in (1) 

and a time domain sample in IFFT output is expressed in (2). 

 𝑥(𝑡) = ∑ 𝑋(𝑘)𝑒𝑗2𝜋𝑘∆𝑓𝑡𝑁−1𝑘=0  (1) 

 𝑥(𝑛) = 𝑊𝐻𝑋(𝑘) (2) 

 

Where, 𝑁 is the number of subcarriers, 𝑋(𝑘) is the complex modulation symbol transmitted on 𝑘𝑡ℎ 

subcarrier, and ∆𝑓 is the subcarrier spacing. 𝑊 is the FFT integrated matrix of order 𝑁 × 𝑁. The CP of 

length 𝑔 is extended to remove ISI which is expressed in (3). The received signal is described in (4). 

 𝑥′(𝑛) = 𝐶𝑟 × 𝑥(𝑛) (3) 

 𝑦(𝑛) = ∑ ℎ𝑖𝑥′𝐿−1𝑖=0 (𝑛 − 𝑖) + 𝑧(𝑛), 𝑛 = 0,1, … , 𝑁 − 1 (4) 

 

Where, 𝑧(𝑛)~𝑁(0, 𝜎𝑧2) – AWGN, 𝐶𝑟 – (𝑁 + 𝐺) × 𝑁 is the order matrix. The frequency channels are designed 

by utilizing 𝐿-tap finite impulse response (FIR) using taps [ℎ0, ℎ1, … , ℎ𝐿−1]. At the receiver side, the CP 

elimination exists that is denoted as a received signal multiplication by using a matrix 𝐶𝑅, and is expressed in 

(5) and (6). 

 𝐶𝑅 = [𝑂𝑁×𝐺𝐼𝑁] (5) 

 𝑌(𝑘) = 𝑊𝐶𝑅𝐻𝐶𝑇𝑊𝐻𝑋(𝑘) + 𝑍(𝑘) (6) 

 

Where, 𝑍(𝑘) =  𝑊𝐶𝑅𝑧(𝑛) and 𝐻 =  𝑊𝐶𝑅𝐻𝐶𝑇𝑊𝐻 . Therefore, the frequency domain received signal for 

OFDM is provided in (7). The received signal matric vector model is expressed in (8) and (9). 

 𝑌 = 𝐻𝑋 + 𝑍 (7) 
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 𝐻 = √𝑁𝐹ℎ (9) 

 

Where, 𝐻 is the response of channel frequency, 𝑋 is the transmitted symbols, 𝑍 is the AWGN with 0 mean. 𝑁𝑡 and 𝑁𝑟 is the number of transmit and receive antennas in MIMO-OFDM, ℎ is the received symbol, 𝑌 is 

minimum pilots. 𝐴 = √𝑁𝑑𝑖𝑎𝑔(𝑋)𝐹 and 𝐹- partial FFT matrix and CFR matrix. The transmitted MIMO-

OFDM system are provided to the N-DSTC system for the encoding and decoding processes of the OFDM 

signal. 

 

2.2.  Nonsquare matrix-based differential space-time coding 

In this section, the N-DSTC consisting of encoding and decoding approaches [27], [28] are 

discussed. This section encodes and decodes the input of the OFDM signal, where the N-DSTC scheme is 

majorly utilized to minimize the number of time slots. The space-time euphemism 𝑆(𝑖) 𝜖 𝐶𝑀×𝑀 is transmitted 

in 𝑀 slots by 𝑀 antennas. Enhancing a large amount of transmit antennas affects the enhancing of the 

number of essential time slots and ineffective for large scenarios of MIMO. Hence, a non-square matrix-

based DSTC is developed to minimize the amount of time slots. Particularly, it increase 𝑆(𝑖) through basis 𝑒1𝜖 𝐶𝑀×1 to minimize the number of slots between 𝑀 and 1. 

 

2.2.1. Nonsquare differential encoding and decoding 

The set of estimating metrics {𝐸1, … , 𝐸𝑀/𝑇} are transmitted at the beginning of the transmission 

stream. Initially, the received symbol is denoted in (10). Hence, this requires 𝑀 number of time slots. 

Considering the 𝑊 blocks time transmission frame, the projection metrics are transmitted to the receiver. The 

subsequent data metrics 𝑋(𝑖) are encoded and expressed in (11). Mapped onto 𝑀 × 𝑇 nonsquare matrices by 

projection matrix 𝐸𝑖, as well as transmitted such that interrelated received signal is formulated in (12). 

 𝑌(𝑖) = 𝐻(𝑖)𝐸𝑖 + 𝑉(𝑖), 𝑓𝑜𝑟 1 ≤ 𝑖 ≤ 𝑀/𝑇      (10) 

 𝑆(𝑖) = { 𝐼𝑀  𝑖𝑓 𝑖 = 𝑀𝑇 , 𝑜𝑟𝑆(𝑖 − 1)𝑋(𝑖) 𝑖𝑓 𝑖 > 𝑀𝑇 ,       (11) 

 𝑌(𝑖) = 𝐻(𝑖)𝑆(𝑖)𝐸𝑖 + 𝑉(𝑖), 𝑓𝑜𝑟 𝑀𝑇 < 𝑖 <= 𝑊     (12) 

 

The ratio among the number of transmit antennas 𝑀 and length of frame 𝑊 is, 𝜂 ≜ 𝑀/𝑊 which is 

denoted as an insertion ratio. For the task performance, this method sets 𝜂 = 5% such that 𝑊 = 200𝑀, but 

remark that the N-DSTC performance remains robust in high-speed mobile scenarios plan using 𝜂 = 1% or 0.1%. Hence, the tree-based approach is utilized to achieve minimum PAPR between all sub-carriers in a 

limited computational process. In the process of phase factor, the proposed algorithm accumulates the phase 

factor yielding less PAPR. To achieve this, the proposed method uses the ATSO model for obtaining reduced 

PAPR values. The obtained results are provided to the optimization algorithm for the further processes. 

 

 

3. TUNICATE SWARM OPTIMIZATION  

The encoded data from the input signal is provided to the optimization process for improving the 

computational efficiency of the phase optimization algorithm. Tunicate swarm optimization (TSO) [29] is a 

meta-heuristic algorithm activated by marine tunicates' performance and jet propulsion over navigation as 

well as foraging. The tunicate is in the form of a millimeter scale and locates sources of food in the sea. The 

tunicate satisfies the three general conditions in propulsion which are: to eliminate the hit using the number 

of tunicates in search space, to obtain a suitable path to select an effective search location, and finally, to 

select a better search agent. Further, the tunicates change their positions to achieve better search, and the 

process is enhanced in every iteration. The TSO begins using population incidentally produces tunicate with 

generate variables permittable boundaries, as expressed in (13) where tunicates modify the location in 

iterations as depicted in (14). 

 �⃗� 𝑝 = �⃗� 𝑝𝑚𝑖𝑛 + 𝑟𝑎𝑛𝑑 × (�⃗� 𝑝𝑚𝑎𝑥 − �⃗� 𝑝𝑚𝑖𝑛) (13) 

 



Int J Reconfigurable & Embedded Syst  ISSN: 2089-4864  

 

Adaptive tunicate swarm optimization with partial transmit … (Abdul Lateef Haroon Phulara Shaik ) 

533 

�⃗� 𝑝(𝑥 + 1) = �⃗� 𝑝(𝑥)+�⃗� 𝑝(𝑥 )2+𝑐1  (14) 

 

Where, �⃗� 𝑝 is the tunicate position, 𝑟𝑎𝑛𝑑, 𝑐1 denotes arbitrary number within the range [0,1]. �⃗� 𝑝𝑚𝑎𝑥  and �⃗� 𝑝𝑚𝑖𝑛 

are the lower and upper design variables, respectively, while �⃗� 𝑝(𝑥) is the updated position of tunicate’s food 

source as mathematically expressed in (15). 𝑆𝐹 is the source of food, 𝐴 is the arbitrary vector that avoids the 

tunicates from hitting one another and it is mathematically designed in (16). 

 �⃗� 𝑝(𝑥) = {𝑆𝐹 + 𝐴 × |𝑆𝐹 –  𝑟𝑎𝑛𝑑 × �⃗� 𝑝|, 𝑖𝑓 𝑟𝑎𝑛𝑑 >= 0.5𝑆𝐹 –  𝐴 × |𝑆𝐹 –  𝑟𝑎𝑛𝑑 × �⃗� 𝑝| 𝑖𝑓 𝑟𝑎𝑛𝑑 < 0.5  (15) 

 𝐴 = 𝑐2+𝑐3−2𝑐1𝑉𝑇𝑚𝑖𝑛+𝑐1(𝑉𝑇𝑚𝑎𝑥−𝑉𝑇𝑚𝑖𝑛) (16) 

 

Where, 𝑐1, 𝑐2 and 𝑐3 – random number with range [0,1], 𝑉𝑇𝑚𝑖𝑛, while 𝑉𝑇𝑚𝑎𝑥  respectively reflect minimum 

and maximum speeds utilized to perform community communication denoted as 0 and 1. The obtained TSO 

outcome is provided in the next section for the efficient reduction of PAPR. The TSO algorithm procedures 

are given: 

− Initialize the population of tunicate �⃗� 𝑝according to (13). 

− Select initial parameters as well as a greater number of iterations. 

− Estimate the fitness value of the search agent. 

− The better tunicate is traversed in given search space. 

− Update the tunicate’s position utilizing (14). 

− Alter the updated tunicate that moves behind a boundary in the provided search space. 

− Calculate the updated fitness value of the tunicate. If it obtains the best solution than the preceding 

optimal solution, it is updated with a better solution. 

− If satisfied with an ending basis, then the algorithm ends or repeats steps 5 to 8. 

− Finally, the best solution has been obtained.  

 

3.1.  Adaptive tunicate swarm optimization 

The efficiency of the tunicate swarm algorithm (TSA) exhibits endurance with the local optimum 

solutions when compared to the most common algorithms. Moreover, this is not better choice for certain 

intricate solutions by various optimal solutions. In TSA, each tunicate finds the food source and finds it 

unfeasible to retrieve without knowing where the food source is located. Later, it achieves convergence when 

it is no longer able to design findings and ends functioning. Thus, an adaptive version of TSO (ATSO) [30] is 

implemented to defeat weaknesses in TSO as well as improve the algorithm’s search capacity and flexibility. 
The TSO is improved by using the two phases such as exploration and exploitation to enhance the search 

capability. Figure 3 shows the proposed method using ATSO. 

 

 

 
 

Figure 3. The proposed method using ATSO 

 

 

An efficient metaheuristic algorithm is essential to classify the process of search into multiple 

phases of exploration and exploitation. The metaheuristic algorithm is employed to find a good solution to an 

optimization problem that is complex and difficult to solve to optimality. Conversely, the exploitation 

denotes the optimization algorithm's capacity to identify near-optimal solutions. The exploitation permits the 

optimizer to focus on closets that compromise good quality solutions in the space of searching. As each 

iteration passes, TSO updates the candidate position solutions near individual points to the entire population 

in such a way that the TSO has a good capability of exploitation. Thus, its drawback is the absence of 

efficient global search, alongside rejecting an exploration capability. 
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Aiming to enhance the algorithm’s establishment and exploration capacity, the introduced ATSO 

carries out two major phases in every iteration. Initially, the candidate solution is selected incidentally in 

place of a better solution, and the location of the applicant solutions is updated based on arbitrary tunicate’s 
location. The optimizer employs an arbitrary operator to analyze diverse areas and search space for efficient 

exploration. Hence, in ATSO, two different incident numbers are calculated in a tunicate updating eqn. to 

generate solutions in different search space areas. An ATSO exploration phase is logically expressed in (17). 

 �⃗� 𝑝(𝑥 + 1) =  �⃗� 𝑝(𝑟) – 𝑟𝑎𝑛𝑑1 × |�⃗� 𝑝(𝑟)  − 2 × 𝑟𝑎𝑛𝑑2 × �⃗� 𝑝(𝑥 )| (17) 

 

Where, �⃗� 𝑝(𝑟) arbitrarily chosen tunicate that forms a new population. This process encourages exploration, 

as well as permits the TSO to perform many robust global searches using the entire space of search. In the 

last phase, the tunicate updates its positions according to the best tunicate position. Moreover, in the ATSO, 

the lowest tunicate using the greatest aiming function value is changed using an incidentally produced 

tunicate at every iteration. The exploration and exploitation of ATSO in search space are controlled by the 

inertia constant instead of using the mathematical equation. The ATSO algorithm eminently enhances the 

computational efficiency of the phase optimization algorithm. 

Eventually, the optimal phase factors are acquired by an optimization algorithm, and further, this 

algorithm provides the maximal optimal phase factors by the utilization of ATSO. However, the optimization 

algorithm consumes a minimum duration than the other methods and hence, the computational time is 

decreased by utilizing the ATSO algorithm. Further, the evaluation and implementation of this proposal is 

provided in the following sections. 

 

 

4. RESULTS AND DISCUSSION 

In this research, an ATSO-PTS method is proposed to reduce PAPR values in a waveform of OFDM 

signal. The proposed method is implemented on the MATLAB software, on a system operated with an i5 

processor and 6 GB RAM. The proposed ATSO-PTS method is utilized to perform an effective denoising 

and channel estimation for MIMO-OFDM. The performance of the proposed ATSO-PTS method is 

compared with the existing methods. The existing methods namely, OFDM, conventional-PTS (C-PTS), 

conventional-selective mapping (C-SLM), and PSO are utilized for the comparison. Furthermore, the 

performance metrics used in this research to evaluate the performance of the proposed ATSO-PTS are, BER, 

PAPR, complementary cumulative distribution function (CCDF), and symbol error rate (SER). The 

parameter settings of this model are depicted in Table 1. 

 

 

Table 1. Parameter settings of the ATSO-PTS method 
Parameter Value 

Number of iterations 100 

Population size 30 

User carriers 52, 104, 156, 208, 260 
Pilot carriers 12, 24, 48, 60, 72 

FFT size 64, 128, 256, 512, 1024 

Antenna 2 × 2, 2 × 4, 4 × 2, 4 × 4 

Number subcarriers 128, 256 

Cyclic prefix or guard time 0 to 2e-6s 

Modulation QPSK 

Modulation range 16 

MIMO-OFDM symbols 16 
Oversampling factor 1e6 HZ 

Channel type AWGN channel 

 

 

Table 2 represents the 𝐸𝑏/𝑁𝑜(𝑑𝐵) comparison for the proposed method against the existing 

methods when the value is taken as 30. The existing methods of OFDM, BPSK, QAM-8 and QAM-16 are 

measured and compared with the proposed method. Figure 4 shows the graphical representation of BER, with 

respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵). 

In Table 2, the QPSK modulation is compared with previous modulations using BER. The 

maximum BER with respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵) of QPSK modulation is 30 dB. The maximum BER with respect 

to BER of the QPSK of value is 30 dB. The PAPR reduction is achieved without downgrading the 

performance of BER, in contrast to the existing methods. Here, the AWGN noise channel is considered 
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where the 𝐸𝑏/𝑁𝑜(𝑑𝐵) ranges between -30 to 30. The BER values and error number are minimized because 

of its enhanced noise immunity and low error probability.  

 

 

Table 2. Performance analysis of BER in 𝐸𝑏/𝑁𝑜 (𝑑𝐵) = 30 
Methods BER 

OFDM 10−3.4 

BPSK 10−3.8 

QAM-8 10−3.4 

QAM-16 10−1.5 

QPSK 10−7.4 

 

 

 
 

Figure 4. Graphical representation of BER of the QPSK modulation in MIMO-OFDM 

 

 

Table 3 represents the 𝐸𝑏/𝑁𝑜(𝑑𝐵) comparison of the proposed method with that of the competitor 

approaches when the value is 30. The existing methods, which are OFDM, C-PTS, C-SLM, and PSO are 

measured and compared with the proposed method. Figure 5 represents the graphical representation of BER 

as to 𝐸𝑏/𝑁𝑜(𝑑𝐵). 
 
 

Table 3. Performance comparison of BER when 𝐸𝑏/𝑁𝑜(𝑑𝐵) = 30 
Methods BER 

OFDM 10−4.8 

C-PTS 10−5 

C-SLM 10−5.8 

PSO 10−6.5 

Proposed ATSO 10−8.2 

 

 

 
 

Figure 5. Graphical representation of BER of proposed ATSO-PTS method in MIMO-OFDM with respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵) 
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In Table 3, the proposed ATSO-PTS is compared with the existing modulations in terms of BER. 

The BER with 𝐸𝑏/𝑁𝑜(𝑑𝐵) of the ATSO-PTS value is set to 30 dB. Here, without downgrading the 

performance of BER, the PAPR reduction is achieved contrasting to other methods. Here, the AWGN noise 

channel is considered where the 𝐸𝑏/𝑁𝑜(𝑑𝐵) is in the range of -30 to 30. The values of the BER are reduced 

because of its enhanced noise immunity and low error probability. 

Table 4 represents the PAPR (dB) comparison of the proposed method QPSK with competitor 

approaches when 𝐶𝐶𝐷𝐹 = 10−2.5. The QPSK is compared with existing modulations, OFDM, BPSK, QAM-

8, and QAM-16. Figure 6 shows the graphical illustration of CCDF with respect to PAPR (dB). 

 

 

Table 4. Performance comparison of QPSK using PAPR (dB) when CCDF=10−2.5 
Methods PAPR (dB) 

OFDM 18.3 

BPSK 7.5 
QAM-8 9.1 

QAM-16 7 

QPSK 2.5 

 

 

 
 

Figure 6. Graphical representation of QPSK modulation and various existing methods based on CCDF 

 

 

In Table 4, the QPSK is compared with existing modulations in terms of CCDF with PAPR (dB). A 

maximum CCDF using PAPR of QPSK is 2.5 dB. The OFDM achieves 18.3 dB, BPSK achieves 7.5 dB, 

QAM-8 achieves 9.1 dB, and QAM-16 achieves 7 dB. The suggested ATSO-PTS method achieves the PAPR 

values multiple times better than the original OFDM. The PAPR range lies between 0 and 20.  

Table 5 represents the PAPR (dB) comparison of the proposed method ATSO with existing methods 

when 𝐶𝐶𝐷𝐹 = 10−2.5. The proposed ATSO-PTS is compared with previous modulations, OFDM, C-PTS, C-

SLM, and PSO. Figure 7 shows the graphical illustration of CCDF in terms of PAPR (dB). 

 

 

Table 5. Performance analysis of ATSO using PAPR (dB) in CCDF = 10−2.5 
Methods PAPR (dB) 

OFDM 18.5 
C-PTS 9.8 

C-SLM 8.5 

PSO 6.5 
Proposed ATSO 2.9 

 

 

In Table 5, the suggested ATSO-PTS is compared with previous modulations in terms of PAPR 

(dB). A CCDF in terms of PAPR of ATSO-PTS is 2.9 dB. The OFDM achieves 18.5 dB, C-PTS achieves  

9.8 dB, C-SLM achieves 8.5 dB, and PSO achieves 6.5 dB. The proposed ATSO-PTS method achieves the 

PAPR values multiple times better than the original OFDM. The PAPR range lies between 0 and 20.  
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Figure 7. Graphical representation of proposed ATSO-PTS and various existing methods 

 

 

Table 6 represents the 𝐸𝑏/𝑁𝑜(𝑑𝐵) comparison of the proposed method with competitor approaches 

at a value of 30. The QPSK modulation is compared with existing modulations named OFDM, BPSK, QAM-

8, and QAM-16. Figure 8 shows the graph of SER with respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵). 

In Table 6 the QPSK modulation is compared with previous modulations in terms of SER. The 

maximum SER with respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵) of QPSK modulation is 30 dB. The maximum BER in terms of 

BER of the QPSK of value is 30 dB. Without downgrading the performance of BER, the PAPR reduction is 

achieved compared to other methods. Here, the AWGN noise channel is considered, and the 𝐸𝑏/𝑁𝑜(𝑑𝐵) in 

the range between -30 to 30. The SER values are reduced because of its enhanced noise immunity and low 

error probability. 

 

 

Table 6. Performance comparison of SER when 𝐸𝑏/𝑁𝑜(𝑑𝐵)=30 
Methods SER 

OFDM 10−5.7 

BPSK 10−6.7 

QAM-18 10−3.7 

QAM-16 10−3.8 

QPSK 10−8.5 

 

 

 
 

Figure 8. Graphical representation of SER of the QPSK modulation in MIMO-OFDM 

 

 

Table 7 represents the 𝐸𝑏/𝑁𝑜(𝑑𝐵) comparison of the proposed method with competitor approaches 

at a value is 30. The proposed ATSO-PTS is compared with the existing modulations like OFDM, C-PTS, C-

SLM, PSO. Figure 9 shows the graphical representation of SER with respect to 𝐸𝑏/𝑁𝑜(𝑑𝐵). 

In Table 7, the proposed ATSO-PTS is compared with the existing modulations as to SER. The 𝐸𝑏/𝑁𝑜(𝑑𝐵) of the proposed ATSO-PTS achieved the maximum SER value is 30 dB. Without downgrading 
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the performance of SER, the PAPR reduction is achieved compared to other methods. The values of the SER 

are reduced because of its enhanced noise immunity and low error probability. 

 

 

Table 7. Performance analysis of SER in 𝐸𝑏/𝑁𝑜(𝑑𝐵)=30 
Methods SER 

OFDM 10−4.5 

C-PTS 10−5 

C-SLM 10−5.8 

PSO 10−6.8 

Proposed ATSO-PTS 10−8.2 

 

 

 
 

Figure 9. Graphical representation of SER of proposed ATSO-PTS method in MIMO-OFDM 

 

 

4.1.  Comparative analysis 

This section demonstrates the comparative analysis of ATSO-PTS with the BER and PAPR as 

shown in Table 8. Table 9 represents the comparative analysis of ATSO-PTS with the 10 dB of BER and 

SNR. Existing research such as [16]–[18] are used for evaluating the ability of the proposed method. The 

proposed ATSO-PTS achieved a 2.9 PAPR compared to the TSHO-PTS method.  

 

 

Table 8. Comparative analysis of proposed method 

with existing methods with 30 PAPR 
Author Method PAPR (dB) 

Sarkar et al. [16] TSHO-PTS 5 

Sidiq et al. [17] ABC- SLM-PTS 5.6 
Kumar et al. [18] PSO-GWO 10.1 

Proposed ATSO-PTS ATSO-PTS 2.9 
 

Table 9. Comparative analysis of the proposed method 

with existing methods using 30 dB with BER and SER 
Author Method BER  SNR 

Sarkar et al. [16] TSHO-PTS 0.01 0.01 

Sidiq et al. [17] SLM-PTS 0.07 0.12 
Kumar et al. [18] PS-GW- PTS 0.03 0.02 

Proposed ATSO-PTS ATSO-PTS 0.01 0.025 
 

 

 

4.2.  Discussion 

This section discusses the obtained results of the proposed method compared with the existing 

methods. The OFDM approach’s values of the PAPR are reduced by the outcomes of existing methods as 

well as ATSO performance in PTS. In this proposed method, the number of parameters is carried out to 

reduce the PAPR rate in OFDM signals. The various simulations are carried out to identify a PAPR 

improvement for the determination and comparison of the sub-optimal PTS. A single OFDM is produced 

arbitrarily to minimize the PAPR as well and corresponding parameters are performed for the process of 

simulation. The obtained classification results of this research are represented in Tables 1 to 6. Figures 4 to 9 

shows the graphical representation of the reduction of BER, PAPR, and SER. Table 8 shows the comparative 

analysis of the proposed method with existing methods with 30 PAPR. In Table 8 the existing methods such 

as TSHO-PTS [16] have achieved a PAPR (dB) rate of 5. The ABC-SLM-PTS [17] have achieved a PAPR 

rate of 5.6, PSO-GWO [18] achieved the 10.1 PAPR (dB). The proposed ATSO-PTS method has achieved a 

better result with PAPR value is 2.9 respectively. Table 9 shows the BER and SNR reduction of the proposed 

method with existing methods. In Table 9, the existing method of TSHO-PTS [16] has achieved the 0.01 
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BER and SNR rate for 30 dB PAPR. The ABC-SLM-PTS [17] have achieved the BER rate 0.07 and SNR of 

0.12. The PSO-GWO [18] achieved a BER of 0.03 and SNR of 0.02. The proposed ATSO-PTS method has 

achieved better results on BER is 0.01 and 0.025 respectively. The proposed method achieves a fast 

convergence speed compared with the other methods.  

 

 

5. CONCLUSION 

MIMO and OFDM are majorly utilized in wireless systems and wired high-data rate communications. 

In this research, the ATSO-PTS algorithm is proposed for the PAPR reduction in the MIMO-OFDM signal. The 

phase optimization is taken out in the OFDM signal with PTS and the proposed method is tested with FFT in 

OFDM signal optimization. The proposed method achieved better PAPR reduction when compared to the 

existing research methods by utilizing the optimization ATSO technique. In the MIMO-OFDM signal, the 

ATSO optimization algorithm is applied to reduce the PAPR as well as reduce the computational complexity of 

the phase optimization. The ATSO-PTS achieved less PAPR, BER, and SNR compared to other methods. The 

proposed method has 10-2 CCDF in 2.9 PAPR as well as existing TSHO-PTS method obtained the 5.0 PAPR to 

achieve 10-2 CCDF. The future work of the proposed method involves combining multiple PAPR reduction 

techniques into a hybrid scheme which can potentially lead to better performance. 
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Abstract

In the present day, one of the major issues that is affecting human health and the quality of human life is stress. Sensors 
are developed with different shapes of electrodes. Electrodes with different shapes possess different surface areas for the 
accumulation of hormones, so they play a vital role in hormone analysis. This paper presents an analysis of sensing methods 
like electrochemical impedance spectroscopy (EIS) and cyclic voltammetry. It explores the optimization of the electrode 
shapes for use in hormone detection using these sensing methods. The designs and analyses are conducted using COMSOL 
MULTIPHYSICS software. COMSOL is used to design and analyze three electrode geometries: stepped cuboidal, cuboidal, 
and cylindrical for both the techniques. The electrode sizes used are in the standard range of 2–5 mm. The voltage equivalent 
of the sensed current is around 1 nV (with measured current ranging between around 10 and 520 pA). This is a very small 
value and is amplified to the order of about 0.1 V, which is more convenient to measure using a signal conditioning circuit. 
In cyclic voltammetry and thereby EIS, the range of current values shows a 26.61% and 8.39% improvement in cylindrical 
electrodes compared to stepped cuboidal and cuboidal electrodes, respectively. This can be justified by its increased surface 
area for hormone accumulation for comparable volumes of electrodes. These improvements can be applied in applications 
like cortisol hormone detection.
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1 Introduction

Biosensors are used in various domains in the fields of 
medicine and research. In today’s fast-paced world, where 
everyone is busy with their respective schedules, people are 

subjected to stress. This stress affects the levels of various 
hormones in the body. Hormone levels are critical in main-
taining optimal health, and the monitoring of these levels 
can be helpful in the early detection of health hazards.

A certain level of stress in today’s society is inevitable 
and can be tolerated by the body. It is when it goes beyond 
the threshold consistently that people begin to experience 
mental and physical side effects. Understandably, it can be 
quite challenging for a person to determine when he or she 
has breached this threshold. Therefore, it becomes necessary 
to quantify this in some manner. The usual approach is to 
go for a medical test and prescribe a course of action based 
on the results of that test. While it is common for people to 
take medical tests for blood pressure, sugar, and other com-
monly associated lifestyle diseases, taking a cortisol test, for 
example, to possibly determine the stress a person is under, 
is quite rare.

This is neither advertised aggressively nor do people 
find the inclination, time, or financial resources to get 
themselves regularly tested. While it has become clear 
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that stress should not be taken for granted when it reaches 
high levels on a consistent basis, why is there a lack of 
testing or awareness among people to get them tested? 
One of the possibilities is the fact that these tests have so 
far remained mostly invasive, which people are not very 
comfortable with. High costs and a lack of general aware-
ness are pertinent factors as well. Through the medium of 
this paper, various non-invasive hormone sensor designs 
have been explored to detect their concentration primarily 
in sweat and saliva. This involves designing the physical 
aspects of the sensor, choosing appropriate materials, and 
optimization to achieve a desired level of response.

The adrenal glands are responsible for secreting cor-
tisol, majorly in response to stressful situations. This 
hormone is also the cause of other diseases, namely, 
Addison’s disease and Cushing’s syndrome, caused by its 
deficiency and overproduction, respectively. All existing 
commercial methods of cortisol detection are time-con-
suming and mostly invasive to the human body. There have 
been efforts to make commercially viable, non-invasive 
biosensors that make it possible to sense in real time. This 
paper is an effort in the same direction. Existing tech-
nologies and progress in improvement in cortisol detection 
speed and accuracy have been reviewed [1].

Various methods of real-time hormone sensing have 
been discussed and also the advantages and drawbacks 
of each developed sensor. Point of care cortisol hormone 
sensing technologies have also been carried out, encom-
passing all sources of the hormone like blood, sweat, 
urine, saliva, and interstitial fluid [2]. Further, an electrical 
impedance spectroscopy (EIS) technique with four chan-
nels for sensing cortisol for monitoring through human 
sweat with a wearable device has been developed that uses 
gold electrodes [3].

Demonstration of sensing of hormones from various 
types of biofluids has been carried out [4]. The types include 
serum, sweat, blood, and saliva. The sensing technique used 
is electrochemical impedance spectroscopy (EIS). This 
method was chosen due to its wide scale application in vari-
ous biofluids. Stress is a common consideration in several 
sporting events too, and to facilitate convenient detection 
even in these cases, a wearable sensor would be invaluable. 
A sensor design having a mechanism for control of fluids 
having both vertical and lateral flow helps in detecting the 
current which results from a reaction between the hormone 
conjugate (for example, glucose oxidase (GOD) for corti-
sol) and hormone concentration. A new sensor, featuring a 
mountable-on-skin, molecularly selective organic electro-
chemical transistors (MS-OECT), patch-type cortisol bio-
sensor has been conceived, by introducing a multifunctional 
layered device, adaptable to other categories of wearable 
sensors based on sweat [5].

A sensor that uses electrochemical detection based on 
sweat to estimate biomarker level quantity cortisol has been 
proposed, to trace the endocrine-inflammatory relationship 
[6]. Optimal electrode design is obtained by simulations 
using COMSOL Multiphysics. Various methods used for 
voltammetry have also been detailed, along with that of 
cyclic voltammetry [7]. Caffeine’s electrochemical behav-
ior at CPE was introspected using the method of cyclic vol-
tammetry [8]. It exhibits the capability of AQMCPE (anth-
raquinone modified carbon paste electrode) for caffeine’s 
electrochemical investigation and its estimation.

Electrodes have been developed using multilayer films 
containing 2-dimensional tin disulfide nanoflakes, bovine 
serum albumin (BSA), and cortisol antibody on glass elec-
trodes and characterized using EIS and cyclic voltammetry 
[9]. Non-invasive electrochemical immunosensor designs 
have been developed for detection of salivary cortisol [10]. 
DPV (differential pulse voltammetry) and CV (cyclic vol-
tammetry) studies were applied for electrode calibration 
using standardized solutions of cortisol. Modeling of a bio-
sensor specific to thin film applications has also been done 
[11].

Thin film applications have particular significance in 
wearable biosensors, which is one of the topics pertinent 
to this work. Continuing on the theme of wearable biosen-
sors, several discussions highlighting the various advantages 
and challenges associated with wearables have been carried 
out [12]. A highly improvised electrical double layer (EDL) 
biosensor has been proposed [13], using flexible sub-states 
which are nanoporous for wearable diagnostics [14]. Results 
obtained by using the COMSOL Multiphysics software for 
the analysis and simulation of cyclic voltammetry (CV) [15] 
at microelectrode arrays (MEA) have also been reported [16].

Knowledge of the standard range of cortisol values is 
essential before the analysis is begun. Normal values for a 
blood sample taken at 8 in the morning are 5 to 25 mcg/dL 
(micrograms/deciliter) [17].

2  Methodology

To detect cortisol levels, there are various sensing tech-
niques available, such as amperometry, potentiometry, 
and impedimetry. The technique that has been chosen 
is electrochemical impedance spectroscopy (EIS). This 
offers the convenience of working with sweat as the base 
solution, which can also be extended to other analytes 
such as blood or saliva, should the need arise. This is an 
impedance-based electrochemical technique. An elec-
trical double layer is formed whenever two conducting 
phases meet at an interface. These conducting surfaces 
are oppositely charged and generally formed by an ion 

1045BioNanoScience  (2024) 14:1044–1060



and its corresponding counter ion. There is a change in the 
capacitance of the electric double layer (EDL) whenever a 
small perturbation in voltage occurs at the electrode. When 
the required biomolecule (cortisol) binds with the target 
molecule, this change in voltage takes place, thereby caus-
ing a change in the capacitance. This results in a deviation 
in impedance value, the magnitude of which indicates the 
level of cortisol. The simplified figure of the EIS method-
ology is depicted in Fig. 1.

This sensor is to be modeled in the COMSOL Mul-
tiphysics software. This change in impedance can be 
electronically modeled as Randle’s equivalent circuit. In 
Fig. 2a, which represents Randle’s circuit, there are three 
components Rs, Rct, and Cdl, where Cdl and Rct mainly 
denote the capacitance of the double layer and the resist-
ance to the exchange of charges, respectively, formed 
because of the double layer. Rs denotes the solution resist-
ance due to bulk solution ions. The current produced in 
the reaction is exponentially related to the concentration 
of cortisol.

3  Electrochemical Impedance Spectroscopy

The fundamental requirement of any sensor is to measure 
some characteristic change or deviation as a result of exter-
nal or internal factors. In electrical and electronic systems, 
this change is usually reflected by some variation of any 
one of voltage, current, or impedance. In electrochemical 
impedance spectroscopy, as the name suggests, the variation 
measured is the change in impedance. It has evolved into one 
of the more widely used techniques as it usually results in 
the sensor having very high sensitivity [18]. In the present 
case, any variation in the concentration of the solution under 
consideration will result in a change in impedance.

One of the simplest ways EIS is implemented in practi-
cal systems is by modeling an equivalent electrical circuit. 
The components used to model the circuit include resis-
tors, capacitors, and inductors, which are some of the most 
commonly encountered electrical components. As can be 
observed, these are components to model the impedance of 
any circuit. As will be seen subsequently, only the resistance 

Electrochemical 
Impedance 

Spectroscopy(EIS)

Two Conducting Phases 
meet at interface, 
forming Electrical 

Double Layer (EDL)

Cortisol binds with 
target molecule, 
causing voltage 

change

This causes a change 
in capacitance of EDL, 
causing a deviation in 

impedance value

Change in 
impedance 

indicates cortisol 
concentration

Fig. 1  Methodology of EIS
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Fig. 2  a Randle’s equivalent 
circuit. b Randle’s equivalent 
circuit in TINA. c Bode plot in 
TINA of Randle’s equivalent 
circuit
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and capacitance will be used in the electrical model to imi-
tate physical conditions.

3.1  Randle’s Equivalent Circuit

As discussed earlier, it is essential to imitate the physical 
system and conditions in the form of electronic components 
in order to develop a sensor. It should be ensured that criti-
cal physical characteristics are not lost in this conversion. 
One of the most commonly used equivalent models used 
in sensor designs employing electrochemical impedance 
spectroscopy is Randle’s equivalent circuit. Before discuss-
ing Randle’s equivalent circuit, it is essential to understand 
what electrical double layer capacitance is. This is a type of 
capacitance that exists at the interface of an electrode and an 
electrolyte whenever they come into contact with each other.

The electrolyte is composed of charged ions. Due to 
potential applied to electrodes and also the very fact that 
the electrolyte is in contact with the electrode, the ions in 
the electrolyte get adsorbed on the electrode. There exists 
a small insulating layer, in the order of a few angstroms, 
between the electrode and the adsorbed ions. The two 
charged layers separated by an insulating layer result in the 
double layer capacitance being formed.

Randle’s circuit is modeled using three main components: 
double layer capacitance, solution resistance, and polariza-
tion resistance. The capacitance of the double layer is in 
shunt with the resistance of polarization, and this combi-
nation is in series with the solution resistance. When the 
sensor design is simulated in COMSOL Multiphysics with 
appropriate values, the Nyquist plot can be obtained. The 
depiction of Randle’s circuit using TINA software can be 
seen in Fig. 2b. The capacitance value has changes from 2 
to 1 μF as seen in the diagram which depicts the change in 
electrical double layer capacitance. Also, the resistance has 
changes from 1 kΩ to 200 Ω indicating a decrease in solu-
tion resistance. Similarly, the Bode plot, shown in Fig. 2c, 
also denotes the change in capacitance between the two parts 
of the circuit, and this can be seen by the difference pro-
duced between the two plots obtained. In the figure, V_Bot-
tom represents the gain plot for circuit elements consisting 
of capacitance C2 and resistors R4 and R3 in the bottom part 
of Fig. 2c, and V_Top represents the gain plot for circuit 
elements consisting of capacitance C1 and resistors R2 and 
R1 in the top part of Fig. 2c.

3.2  Cyclic Voltammetry

Just like EIS involves measuring changes in impedance, in 
cyclic voltammetry, voltage is applied in a particular range, 
and the corresponding change in current is measured. Typi-
cally, a current–potential plot is studied. Based on the results 
obtained, both qualitative and quantitative analysis can be 

done. Hence, in voltammetry, the electrode sizes can also 
be kept to a minimum, which makes it ideal for applica-
tions that require sensor design to be compact. This criterion 
is especially important in biosensors, where the sensor is 
typically intended to be worn. Again, sensors can be made 
very sensitive, thereby ensuring accurate measurements. As 
a general procedure, two electrodes, the working electrode 
and the auxiliary electrode, are used, between which cur-
rent flows. Sometimes, a third electrode, called the reference 
electrode, is also used, which is applied for controlling the 
voltage level at the working electrode and hence preventing 
damage. Now, voltage is varied along a given range, and for 
the given solution, a change in current is noted.

In this paper, various methods to analyze the biosensor 
were discussed. Electrochemical impedance spectroscopy 
(EIS) is a highly sensitive process that is applied to carry out 
the electrical analysis of chemical systems. In EIS, the vari-
ation measured is the change in impedance. To model the 
physical system and conditions in the form of an electrical 
system, Randle’s equivalent circuit is used. Randle’s circuit 
has been simulated in TINA and the Nyquist plots and Bode 
plots have been shown in the previous section. The second 
method incorporated into the design is cyclic voltammetry. 
Just like EIS measurement in impedance, in cyclic voltam-
metry, voltage is applied in a particular range and the cor-
responding change in current is measured.

4  Design of Biosensor Structure 
and Incorporating EIS Model

Figure 3 represents the EIS techniques. Three types of plots 
have been obtained for each model:

1) Nyquist plot: plots real value of impedance vs imagi-
nary impedance. The span, as shown, gives the value of 
Rs + Rr.

2) Bode plot: real value of impedance vs the frequency. The 
“pass-band” amplitude also shows the value of Rs + Rr.

3) Bode plot: imaginary value of impedance vs the fre-
quency. Frequency at maximum value of impedance 
gives cutoff frequency to calculate Cdl. Here in the dia-
gram, Rs is the resistance of the solution, and Rr is the 
resistance of charge transfer.

Area of each electrode (cuboid) = 2(lh + bh) + lb = 1.85 mm
2

Important parameters related to electrode dimensions: the 
distance between the electrodes is also an important param-
eter. Usually, it amounts to 1–3 mm, whereas it should be 
greater than the thickness of the material by 0.3–2.0 mm.

Commonly available electrode sizes are 2.0 mm, 2.5 mm, 
3.2 mm, 4.0 mm, and 5.0 mm [18].
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In a cuboidal electrode sensor as seen in Fig. 6a, it is 
noted that one face of the electrode is always in contact with 
the surface of the substrate and hence will not take part in 
the accumulation of biomolecules. The substrate material 
used is polyethylene terephthalate (PET) and the electrode 
material is gold. The spacing between the electrodes is about 
0.5 mm owing to the electric field created and the conduc-
tivity of one electrode interfering with the other electrode. 
The dimensions of the electrode are length is 4 mm, width 
is 0.25 mm, and height is 0.1 mm.

(1)Area of each electrode (cylinder) = 2�r(r + h) = 2.576 mm2

In the cylindrical electrode sensor as seen in Fig. 8a, it is noted 
that only a very small area is always in contact with the surface 
of the substrate and the rest of the bulk surface area takes part in 
the accumulation of biomolecules. The substrate material used 
is polyethylene terephthalate (PET) and the electrode material 
is gold. The spacing between the electrodes is about 0.6 mm 
owing to the electric field created and the conductivity of one 
electrode interfering with the other electrode. The dimensions of 
the electrode are length is 4 mm and radius is 0.1 mm. In stepped 
cuboidal electrode structure as seen in Fig. 4a, it is similar to 
cuboidal electrode in terms of surface area that takes part in the 
accumulation, but there is a slight decrease in the height of the 
electrodes in between due to the stepped structure.

The substrate material used is polyethylene terephthalate and 
the electrode material is gold. The spacing between the electrodes 
is about 0.6 mm owing to the electric field created and the con-
ductivity of one electrode interfering with the other electrode. 
The dimensions of the electrode are length is 4 mm, width is 
0.25 mm, and height is 0.1 mm for half of the effective length 
and 0.05 mm for the remaining half of the effective length. The 
dimensions chosen are in the millimeter range owing to the need 
for a small and optimal structure of biosensors applied in port-
able devices, which in turn are used for measurement of hormone 
parameters. Also, electro impedance spectroscopy and cyclic vol-
tammetry are being applied to all these three biosensor structures 
and further analysis results are discussed further.

(2)
Area of each electrode (stepped cuboid) = (b ∗ l) + ((1.5) ∗ l ∗ h) + (3 ∗ b ∗ h) = 1.65 mm

2

4.1  Physics Interface

COMSOL Multiphysics gives a wide range of physics mod-
ules to select from. For the application of this paper, the 
electrochemistry module was selected, as it offers the phys-
ics interfaces needed to model the electrochemical imped-
ance spectroscopy (EIS) as well as the cyclic voltammetry 
techniques. The electrochemistry module is an application-
specific feature of the COMSOL Multiphysics environ-
ment with customizable physics interfaces. This is useful in 
designing a model of electrochemical cells. Various tools for 
constructing accurate models of the configuration of elec-
trodes and electrolytes are available. The physics interfaces 
include details of the electrochemical reactions. It can be 
used to study the effects of applying different materials, geo-
metric configurations, and operating conditions.

In particular, the electro analysis physics interface 
has been selected, as it contains the necessary equations 
to model current distribution, electrolyte behavior, and 
response to external voltage perturbations. It also has equa-
tions and boundary conditions for designing transport of 

diluted particles in electrolytes using the diffusion-convec-
tion equation, solving for electro active particle concentra-
tions. This physics interface contains customized functional-
ity for designing cyclic voltammetry and EIS.

5  Implementation

As discussed in theory and design, the two methods chosen 
to implement the biosensor in this work are electrochemi-
cal impedance spectroscopy and cyclic voltammetry. The 
details involving their implementation are discussed in the 
remainder of this paper.

A. Electrochemical impedance spectroscopy

Within the electro analysis physics interface, the charge 
conservation model was set to “electro analysis (no poten-
tial gradients).” Linear discretization was selected for the 
concentration parameter and quadratic discretization for the 
electric potential parameter.

ELECTROCHEMICAL 
SENSING 

TECHNIQUES

VOLTAMMETRY

CUBOID

CYLINDER

STEPPED 
CUBOID

ELECTROCHEMICAL 
IMPEDANCE 

SPECTROSCOPY 
(EIS)

CUBOID

CYLINDER

STEPPED
CUBOID

Fig. 3  Electrochemical techniques: EIS and CV
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Fig. 4  a Stepped cuboidal 
electrode. b Stepped cuboi-
dal electrode Nyquist plots 
Cdl = 100 µcm3. c Stepped 
cuboidal electrode Nyquist plots 
Cdl = 20 µcm3
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I. Boundaries:

 i. Electrolyte—for the electrolyte boundary, the 
governing equations are as follows:

   Time-dependent study

   Frequency domain perturbation

 ii. No flux—this condition of absence of flux is 
governed by the following expression:

 iii. Insulation—insulation of the domains is defined 
by the following equations:

 iv. Initial values—this boundary is used to define 
initial values of concentration and electric 
potential in the electrolyte. Here, the initial 
values of concentration were selected as 1 M 
for both the oxidizing and reducing species and 
the electric potential of electrode was set to 0.

 v. Electrode surface—this boundary is added to 
define the surface of the working electrode on 
which the antibodies should be coated and the 
hormone reaction occurs. The expressions that 
define the electrode surface are given below.

   A harmonic perturbation of 10 mV was given 
to the working electrode under this boundary 
to generate the impedance response, as per the 
requirements of EIS. The electrode surface 
boundary has two attributes under it.

(a) Electrode reaction—equations for this attribute 
are as follows:

(3)∇J
i
+ u ⋅ ∇c

i
+

�c
i

�t
= R

i

(4)J
i
= −D

i
∇c

i

(5)∇J
i
+ u ⋅ ∇c

i
+ = R

i

(6)J
i
= −D

i
∇c

i

(7)−n ⋅ J
i
= 0

(8)−n i
s
= 0

(9)n ⋅ i
1
= i

total

(10)itotal =

∑

m

i
loc,m + i

dl

(11)−n.J
i
= R

i,tot
, R

i,tot
=

∑

m

R
i,m

+ R
dl,i

  The equilibrium potential has been defined 
using the Nernst equation as follows:

  The electrode kinetics has been defined by 
the Butler-Volmer equation and the exchange 
current density with mass action law.

(b) Double layer capacitance—double layer 
capacitance is the parameter that varies 
directly with the change in cortisol con-
centration. This attribute was added and 
the value was given as a parameter Cdl that 
can be varied. The expression governing the 
attribute is as follows:

 II. Mesh:
   COMSOL is finite element analysis software. This 

means that it divides the design into many small ele-
ments and performs individual analysis based on the 
equations described above. Meshing in COMSOL 
performs this function of element division. For the 
purpose of this paper, a default mesh is selected 
based on the requirements of the electroanalysis 
physics interface. The size selection for mesh is kept 
at normal.

 III. Study:
   The study was selected as AC impedance, time-

dependent, for generating the characteristic plots 
of electrochemical impedance spectroscopy. This 
has two steps: time-dependent study and frequency-
domain perturbations. The former uses time values 
from 0 to 1 in steps of 0.1. The latter utilizes a fre-
quency range of 1 Hz to 10 kHz on a logarithmic 
scale, with a step size of 0.05.

B. Cyclic voltammetry
  The procedure for modeling cyclic voltammetry 

through COMSOL is similar to the procedure for 
modeling EIS. The model and physics interfaces 
selected are electrochemistry and electro analysis, 
respectively. The charge conservation model and 
discretization modes were the same.

(12)
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I. Boundaries:
  The parameters and equations for the boundaries and 

electrolyte, no flux, and insulation are the same

 i. Electrode surface—the governing 
equations remain the same, but 
the harmonic perturbation, which 
is not necessary for cyclic voltam-
metry, is set to 0. Linear sweep 
of voltage is also defined under 
this boundary. Voltage is varied 
from − 0.4 V to + 0.4 V to test the 
current response of the electrodes 
and the number of cycles is set to 1.

 ii. Concentration—the concentration 
of the reactant is defined on the 
counter electrode. The concentra-
tion value is set to a parametric 
variable c bulk, which was varied 
to perform a parametric sweep 
to get the voltammogram plots. 
The governing equations for this 
boundary are as follows:

 II. Mesh:
   The mesh selected for the finite element analy-

sis of cyclic voltammetry is defined according to 
the needs of the physics interface, electro analy-
sis, and the size is set to normal.

 III. Study:
   The study for performing cyclic voltammetry is 

defined within the software with the same name. 
An additional parametric sweep was defined with 
the parameter c bulk from the value of 2.75 to 
82.75 µmol/m3 in steps of 10 µmol/m3. This cor-
responds to the optimal levels of cortisol hormone 
in the sweat of humans, i.e., 1 ng/mL to 30 ng/mL.

Reason for using polyethylene terephthalate as sub-
strate is that they are inexpensive and display appreciable 
mechanical flexibility and robustness under certain bend-
ing conditions with an incredible chemical stability when 

(15)c
i
= c0,i

Fig. 5  a Stepped cuboidal electrode Bode—real impedance ver-
sus frequency plots for Cdl = 20 µcm3. b Stepped cuboidal electrode 
Bode—real impedance versus frequency plots for Cdl = 100 µcm3. c 

Stepped cuboidal electrode Bode—imaginary impedance versus fre-
quency plots for Cdl = 20 µcm3. d Stepped cuboidal electrode Bode—
imaginary impedance versus frequency plots for Cdl = 100 µcm3
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Fig. 6  a Cuboidal electrode. b Cuboidal electrode Nyquist plots for Cdl = 20 µcm3. c Cuboidal electrode Nyquist plots for Cdl = 100 µcm.3
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exposed to high temperatures. It also does not react with 
water or food particles [19].

The reason for using gold as an electrode material: 
known for its biocompatibility, high conductivity, and high 
corrosion resistance [20, 21]. There are various techniques 
of hormone detection, as discussed review work by Cifrić 
et al. [22], but this paper concentrates on EIS (electrochem-
ical impedance spectroscopy) and cyclic voltammetry.

5.1  Plots Obtained from Electrochemical 
Impedance Spectroscopy (EIS)

As described in the earlier sections, EIS analysis was done 
on the electrode structures. The standard plots that are 
obtained are as follows:

1) Nyquist plot—plot between real and imaginary parts of 
impedance.

2) Bode plot 1—plot between frequency and real part of 
impedance.

3) Bode plot 2—plot between frequency and imaginary part 
of impedance.

By varying the capacitance in EIS techniques, the dou-
ble layer capacitance also changes. This affects the total 
impedance of the assumed Randle’s circuit. For this analy-
sis, the values of the double layer capacitance were manu-
ally varied and the response in the plots was observed. The 
set values for the capacitance were 20 µF/cm2 and 100 µF/
cm2. The calculations for this analysis were done as shown 
in the below example considering cortisol hormone (stress 
hormone) as an example for Cdl values and its behavior.

Example: from the plot Rr=0.005. From the plot

Therefore,

The plots obtained from EIS are shown in the following 
sections.

(16)fc = 160μF∕cm
2

(17)w
c
= 2πf

c

(18)C
dl
=

1
(

R
r
W

c

)

(19)C
dl
= 100μF∕cm

1

Fig. 7  a Cuboidal electrode Bode—real impedance versus frequency 
plots Cdl = 20 µcm3. b Cuboidal electrode Bode—real impedance 
versus frequency plots Cdl = 100 µcm3. c Cuboidal electrode Bode 

imaginary impedance vs frequency plots for Cdl = 20 µcm3. d Cuboi-
dal electrode Bode imaginary impedance vs frequency plot Cdl = 100 
µcm3
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Fig. 8  a Cylinder electrode. b Cylinder electrode Nyquist plots for Cdl = 20 µcm3. c Cylinder electrode Nyquist plots for Cdl = 100 µcm.3
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The x-axis in Fig. 4b, c represents the real impedance, 
while the y-axis depicts the imaginary part. Each graph has 
been plotted for a specific value of double layer capaci-
tance, the first for 100 μF, the second for 20 μF. The x-axis 
in Fig. 5a, b represents real impedance, while the y-axis 
shows frequency. The particular cutoff frequency can also 
be seen. The peak value of this graph corresponds to the 
maximum value on the x-axis, obtained in the Nyquist plot 
seen previously. These are useful parameters to calculate 
double layer capacitance. The x-axis in Fig. 5c, d shows 
the imaginary value of impedance, while the y-axis shows 
frequency. The frequency at which the imaginary imped-
ance has the highest value is used in the calculation of 
double layer capacitance.

A. Cuboidal electrode

It can be observed in Fig. 6b, 6c that the plot is shifted 
slightly to the right, when higher double layer capacitance 
is used, as compared to Fig. 4b, c.

It can be observed in Fig. 7a that the plot is shifted 
slightly to the right, when higher double layer capacitance is 
used, as compared to Fig. 7b. The plot in Fig. 7c is shifted to 
the left in the case of the structure with higher double layer 
capacitance as compared to the results in Fig. 7d. Therefore, 
the frequency which corresponds to the highest value of 
the imaginary part of impedance is lower, in the case of a 
structure with a higher double layer capacitance.

(d)

Fig. 9  a Cylinder electrode Bode—real impedance versus frequency 
plots Cdl = 100 µcm3. b Cylinder electrode Bode—real impedance 
versus frequency plots Cdl = 20 µcm3 highest point on the crest is uti-
lized for double layer capacitance calculations. c Cylinder electrode 

Bode—imaginary impedance versus frequency plots Cdl = 100 µcm3. 
d Cylinder electrode Bode—imaginary impedance versus frequency 
plots  Cdl = 20 µcm3

Fig. 10  Voltammetry plot of stepped electrode

Table 1  Cyclic voltammetry—stepped cuboidal

Concentration (µmol/m3) Current (pA) Color

2.75 406.10 Dark green

12.75 357.00 Indigo

22.75 307.86 Black

32.75 258.77 Yellow

42.75 209.78 Purple

52.75 160.68 Light blue

62.75 111.65 Brown

72.75 62.58 Light green

82.75 13.50 Dark blue
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B. Cylindrical electrode

Beyond a certain value of real impedance, the plot in 
Fig. 8b, c shoots up to higher values of imaginary imped-
ance. For the purpose of calculations, the extrapolated value 
of imaginary impedance is chosen.

In Fig. 9a–d, the range of frequencies with a higher value 
of real impedance is higher for lower double layer capaci-
tance. The concept of calculating the required frequency 
value remains the same.

5.2  Plots Obtained from Cyclic Voltammetry

The next analysis conducted was cyclic voltammetry. This 
involves varying voltage linearly and measuring the current 
response of the electrode. The plot obtained is referred to as 
a voltammogram and depicts the variation of current with 
respect to voltage.

Nine different solutions’ cyclic voltammograms were 
captured. The Ipc (peak cathodic current) and Ipa (peak 
anodic current) as functions for different concentrations 
are displayed on a graph with three electrodes. When 
doing cyclic voltammetry, the following parameters are 
taken into account:

• Potential =  − 0.4 to 0.4 V
• Scan rate = 0.1 V/s
• Quiet time = 0 to 100 s
• Full scale = 10 mA/V
• Peak difference (ΔEp) = 56.5 mV/n

The voltammogram obtained for the three electrode 
structures is as below.

A. Stepped cuboidal electrode

The results for the total current vs linearly swept electric 
potential for the stepped cuboidal are shown in Fig. 10, and 
the values of the maximum current through the electrode 
are tabulated in Table 1. It can be seen that the maximum 
and minimum values of current with respect to varying con-
centrations are 406.10 pA and 13.50 pA, respectively, for 
cortisol concentrations of 2.75 µmol/m3 and 82.75 µmol/m3.

B. Cuboidal electrode

The results for the total current vs linearly sweep electric 
potential for the cuboidal electrode are shown in Fig. 11, and 
the values of the maximum current through the electrode 

Fig. 11  Voltammetry plot of cuboidal electrode

Table 2  Cyclic voltammetry—cuboidal

Concentration (µmol/m3) Current (pA) Color

2.75 474.40 Dark green

12.75 417.00 Indigo

22.75 359.69 Black

32.75 302.40 Yellow

42.75 245.10 Purple

52.75 187.75 Light blue

62.75 130.4 Brown

72.75 73.20 Light green

82.75 15.80 Dark blue

Fig. 12  Voltammetry plot of cylindrical electrode

Table 3  Cyclic voltammetry—cylindrical

Concentration (µmol/m3) Current (pA) Color

2.75 514.75 Dark green

12.75 452.60 Indigo

22.75 390.40 Black

32.75 328.35 Yellow

42.75 266.20 Purple

52.75 204.05 Light blue

62.75 141.90 Brown

72.75 79.80 Light green

82.75 17.65 Dark blue
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are tabulated in Table 2. It can be seen that the maximum 
and minimum values of current with respect to varying con-
centrations are 474.40 pA and 15.80 pA, respectively, for 
cortisol concentrations of 2.75 µmol/m3 and 82.75 µmol/m3.

C. Cylindrical electrode

The results for the total current vs linearly sweep electric 
potential for the cylindrical electrode are shown in Fig. 12, 
and the values of the maximum current through the electrode 

are tabulated in Table 3. It can be seen that the maximum 
and minimum values of current with respect to varying con-
centrations are 514.75 pA and 17.65 pA, respectively, for 
cortisol concentrations of 2.75 µmol/m3 and 82.75 µmol/m3. 
The complete results of cyclic voltammetry analysis of the 
three electrode designs are summarized in Table 4.

6  Signal Conditioning

As was observed, the output current is in the range of pA, 
which is a very small value. These values are very incon-
venient to read and thus may not have any practical use. It is 
therefore necessary to design a signal conditioning circuit 
that can amplify the value to one which can be more con-
veniently measured.

Figure 13 shows the conditioning circuit, which consists 
of a transimpedance amplifier (TIA) based on a current 
amplifier [23]. The primary purpose of TIA is to provide 

Table 4  Cyclic voltammetry—results

Electrode structure Maximum cur-
rent (pA)

Minimum cur-
rent (pA)

Range (pA)

Stepped cuboid 406.10 13.50 392.60

Cuboid 474.40 15.80 458.60

Cylindrical 514.75 17.65 497.10

Fig. 13  Signal conditioning 
circuit

Fig. 14  Transient plots of signal conditioning circuit is adopted from [23]
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the optimized sensor with minimal input impedance and 
needed bandwidth in order to achieve low noise and high 
gain. Fabrication becomes challenging if the resistor linked 
in feedback is giga ohms (GΩ) and the input current to TIA 
is in the pA level. Therefore, the feedback resistor value can 
be lowered to mega ohms (MΩ) by using a current amplifier. 
It is possible to validate the design of a signal conditioning 
circuit with low noise and low feedback resistance by using 
optimized noise reduction techniques.

Figures 14 and 15 show the transient plots and input noise 
of signal conditioning circuit obtained by simulating the cir-
cuit in cadence tool using 90 nm technology.

7  Conclusion

The electrochemical impedance spectroscopy (EIS) method 
based on the double layer capacitance is proved by plotting 
the Nyquist and Bode plots and mathematically the concen-
tration values of hormone levels can be obtained from these 
plots. The results have been run for double layer capaci-
tances of 20 and 100 μF, respectively. It can be inferred 
from the outcomes of the cyclic voltammetry experiment 
that both the maximum and minimum current are highest for 
the cylindrical electrode and lowest for the stepped cuboidal 
electrode. It is also seen that the range followed a similar pat-
tern. Since range can determine the flexibility the designer 
can get, it is taken as the parameter of measurement. Based 
on the maximum values of current obtained from the elec-
trode geometries, it can be stated that the cuboidal electrode 
(with maximum current read at 474.4 pA) is 16.81% better 
than the stepped cuboidal electrode (with maximum cur-
rent read at 406.1 pA) and the cylindrical electrode (with 
maximum current read at 514.75 pA) is 26.61% better than 
stepped cuboidal electrode (with maximum current read 
at 406.1 pA) and 8.39% better than the cuboidal electrode 

(with maximum current read at 474.4 pA). This conclusion 
is based on the idea that higher values of current correspond 
to higher concentration of current. The process of measure-
ment is done for different electrode geometries, with similar 
volumes.

The measured values from the electrodes are extremely 
small and hence difficult to measure. These are thus ampli-
fied with the help of a signal conditioning circuit to the order 
of about 0.1 V, which can be more conveniently measured. 
These improvements can be applied in detection of stress-
related hormones such as cortisol and other hormones in 
bodily fluids like sweat, saliva, or blood.
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Abstract - Multilevel Inverters (MLIs) are cascade inverters that may take several or a single DC input and produce a single 

AC output of the desired Frequency (F) and voltage, making them ideal for medium power applications. MLIs are better than 

2L inverters in many aspects; however, implementing MLIs is becoming more difficult due to the increasing amount of switches 

and their configurations. For high-gain DC-AC converters, Switched Capacitor (SC) driven MLIs often demonstrate the 

compromise between switch count and voltage rating. A Single-Source Switched Capacitor Seven-Level Boost Inverter 

(S3C7LBI) is presented in this research. Since the S3C7LBI can offer intrinsic capacitor voltage balancing, triple voltage gain, 

and seven output levels without requiring sensors or other auxiliary operations, it is appropriate for renewable energy 

applications. The proposed S3C7L boost inverter design requires only one DC power source, eleven electronic switches, and 

two capacitors. Utilizing the sinusoidal PWM control approach, the functioning of the S3C7LB inverter is examined. The 

usefulness of the S3C7LBI architecture is validated by the simulation results for dynamic modulation index values, and 

different load conditions are presented. Additionally, hardware findings confirm that the S3C7LBI architecture is feasible. 

Keywords - Boost voltage, Harmonic distortion, Multilevel Inverter, Switched Capacitor, DC-AC inverter. 

1. Introduction  
Increasing the switching frequency in a simple two-level 

inverter reduces the output voltage’s harmonics, resulting in 

increased switching losses and voltage stresses due to 

reduced output voltage’s step count. The drawbacks of the 

two-level inverter pique interest in Multilayer Inverters 

(MLIs). MLI was introduced in 1991, & its progress has 

been rapid. 

MLIs are widely used in several industries today, 

especially for high-power and intermediate-voltage 

applications. MLIs produce a staircase waveform that closely 

resembles a sinusoidal signal and has less harmonic 

distortion by using more DC supply and switches. Over 

conventional two-level inverters, MLIs provide several 

advantages, including a greater primary output voltage, 

reduced switching loss and common mode voltage, decreased 

EMI, and decreased THD [1]. Because of these advantages, 

MLIs apply to various applications, including HVDC, 

FACTS, electric vehicles, and solar power systems [2]. The 

most common MLI topologies are the CHB inverter, Flying 

Capacitor (FC), and NPC inverter. FC utilizes capacitors in a 

ladder structure, while NPC uses diodes.  

NPC and FC need more power components to achieve 

greater inverter levels and suffer from voltage imbalance. In 

the CHB topology, H-bridge modules are allied in series, and 

the modular architecture is established by requiring each cell 

to possess its own DC supply [3]. 

This CHB architecture is advantageous for both single-

phase and three-phase power conversion. CHB MLIs are 

suited for PV applications and are one of the three core MLI 

topologies. The primary block diagram of the grid-tied solar 

PV system is shown in Figure 1. MLI is essential in utilizing 

renewable resources for various applications [4]. 

Alternatively, all MLI research and development is limited to 

SC Multilevel Inverters (SCMLIs). Inherent balancing of 

http://www.internationaljournalssrg.org/
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capacitor voltages and small size are the critical advantages 

of SCMLI over standard MLIs [5-11]. Within high-F AC 

microgrids, [12] suggests a quasi-resonant SC multilevel 

inverter.  

A resonant inductor raises the charging current of 

switched capacitors. Despite being straightforward, this 

topology cannot be made better. In [13], a streamlined three-

phase MLI is suggested. Four boosting switching capacitors 

are used in the individual phase of an inverter to provide 

different output levels. On the other hand, many capacitors 

and diodes are used. 

 

 

 

 

 
 

Fig. 1. Block diagram grid-tied solar PV system 

The adaptable multilevel inverter and the 7L inverter 

both employ a T-type tie and the SC method. The self-

balance and symmetry of the T-type structure are 

investigated. The literature has other instances of seven-stage 

SC inverters.  

The H-bridge structure of [14] is the basis for the MLI 

topology in [15], contrary to the active NPC  inverter 

designs. MLIs utilize either floating or switching capacitors. 

The voltage of FCs is kept back at 50% of the source voltage, 

attributable to the SC’s voltage-maintaining capabilities.  

Moreover, the literature presents the multilevel output 

and self-balancing core modules for MLI. Their intended use 

is in cascaded single-phase systems [16]. Every basic module 

uses a switching capacitor and has a comparable twin boost 

factor [17]. The 3L unit’s maximum output via fewer 

components is just half of the input in [18]. At a voltage of 

120V, the 7L, three-capacitor inverter (may be seen 

functioning in cascade) has a gain of 1.5. Because there are 

two asymmetrical DC sources in the 13-level module in [19], 

the two SCs are charged at different voltages. The planned 

use of these simple modules in cascading connections 

enables significant output levels.  

Based on results from comparison for reference and 

voltages of capacitors and output current direction, redundant 

operating modes are selected for FC and CHB-based hybrid 

topologies [20]. Voltage balance may, therefore, be obtained 

via sensors. The extra balancing techniques necessary in the 

preceding MLIs add more components and complexity to 

govern. As a result, MLIs that avoid the difficulty of voltage 

balancing have gained popularity. The switched-capacitor 

approach combines a T-type construction in the 7L  inverter 

[21] and the modular MLI [22]. The T-type structure’s 

inherent balance with symmetric operation is used. The 

topology in [23, 24] provides further seven-level switched-

capacitor inverters. The topology in [25] is based on an H-

bridge structure, whereas that in [26] is based on an active 

NPC. The SCMLI proposed in [25] addresses this issue by 

including full-bridge cells. Each cell’s voltage stress cannot 

go beyond the amplitude of the dc source. 

Furthermore, involving the negative terminals of the DC 

source and output reduces leakage current. The topology in 

[27] has more diodes and capacitors and a low gain and high-

cost factor for obtaining seven output levels. By adding more 

SC cells, the SCMLI in [28] can increase their production 

level. All the while, they are maintaining the ability to 

maintain equilibrium. Although it generates seven levels, the 

topology suggested in [29] has a problem with voltage stress 

distribution. Many different modulation techniques for 

controlling different MLI kinds have been presented in the 

literature [30-34]. 

This article presents the new Single-Source Switched 

Capacitor Seven-Level Boost Inverter (S3C7LBI) 

architecture, addressing the abovementioned issue. S3C7LBI 

uses a single source and nine power switches to provide 

seven output levels. Three times the input voltage is the 

maximum output voltage. The natural equilibrium of the SC 

voltages may occur even in the absence of sensors. These 

advantages demonstrate that the S3C7LBI that is being 

described is a good fit for applications that need medium-low 

voltage/power levels, such as REG integration.   

2. Single Source Switched Capacitor Seven 

Level Boost Inverter (S37LBI) Topology 
Figure 2 depicts the proposed Single-Source Switched 

Capacitor Seven-Level Boost Inverter (S3C7LBI) topology. 

The proposed S3C7LBI has just 02 switching capacitors and 

11 power switches. The voltages of SCs may be balanced on 

input voltage without the need for sensors or other tools. The 

proposed S3C7L BI max output voltage achieves three times 

the magnitude of Vin. Because of this, the S3C7LBI being 

shown has a gain of 3. Seven levels are generated as 0, ±VDC, 

±2VDC and ±3VDC.  

Table 1 demonstrates the switching logic of the 

proposed S3C7LBI topology where 1 represents the switch is 

ON & 0 represents the switch is OFF. In Table 1, the red 

colour in the switching logic represents those switching 

states responsible for charging the two capacitors, which 

helps balance the capacitors’ voltages to the voltage level of 

VDC. Figure 3 (a)-(g) shows the suggested S3C7LBI 

operating states at different phase output voltage levels 

(+3VDC to -3VDC). At certain voltage levels, the cascade-

connected capacitors C1 and C2 act as Switching Capacitors 

(SC) in parallel with the VDC supply. 
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 Consequently, the whole voltage of its C1 is charged to 

VDC; on the other hand, it discharges at output levels of 

2VDC, 3VDC, and -3VDC, while C2 discharges at output levels 

of 3VDC, -2VDC, and -3VDC. Due to their symmetric 

discharge, VDC may balance the voltages for C1 and C2. To 

produce a gain of three times the input voltage VDC, C1 and 

C2 are coupled in a cascaded manner with a VDC supply at 

3VDC and -3VDC to create the maximum output voltage. 

 

 

 

 

 

 

 

 

 

 

 
 

 
Fig. 2 Proposed S3C7LBI topology 

Table 1. Switching states of proposed S3C7LBI topology 

State S1 S2 S3 S4 S5 S6 S7 S8 S9 

+3VDC 1 0 0 1 1 0 1 1 0 

+2VDC 1 0 0 1 1 1 1 0 1 

+VDC 1 0 1 1 0 1 0 1 1 

0 1 1 1 1 0 1 0 1 1 

-VDC 0 1 0 1 1 1 1 0 1 

-2VDC 0 1 1 1 0 1 0 1 1 

-3VDC 0 1 1 0 0 1 1 1 0 
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Fig. 3 Conduction paths of S3C7LBI for various voltage levels 

3. Results and Discussions 
3.1. Simulation Results 

In this study, MATLAB simulation analysis has been 

performed to validate the provided S3C7LBI architecture. 

The S3C7L boost inverter uses the sinusoidal PWM scheme 

to create gate pulses for an inverter to power electronic 

devices. An in-phase carrier pattern, seen in Figure 4, is 

considered when using the SPWM approach to generate 

inverter pulses.  

The following are considered for the simulation 

parameters: RL load, whose parameter values are well 

thought-out as L=110mH and R=100Ω, 100V DC source, 

and 1/3950Hz as switching frequency. Figure 5 shows the 

S3C7LBI phase voltage for a range of Modulation Index (MI) 

values, from 1.0 to 0.2, which validates the S3C7LBI 

architecture that is being proposed. The phase output 

voltage’s number of voltage levels drops in tandem with a 

decrease in the value of M.  

Additionally, Table 2 displays the phase output voltage 

levels concerning Modulation Index (MI) variation for the 7L 

inverter. Figures 6a and 6b show the phase voltage and 

current at an M value of 1.0 for two distinct load 

circumstances, R and RL.  

Figure 7 depicts the load current waveform with a M 

value of 1.0. Figure 8 displays the frequency spectrum of the 

phase current and voltage at the unity modulation index.  

Table 3 shows the phase voltage RMS and harmonic 

distortion for the dynamic values of M. These waveforms 

demonstrate that S3C7LBI can have closed-loop capability 

for solar photovoltaic applications. 
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Fig. 4 Sinusoidal pulse width modulation technique 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 5 S3C7LBI output voltage waveform for dynamic values of M 
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Fig. 6 Phase current and voltage at M=1.0 for different load conditions 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7 Load current at M=1.0 for RL-load 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

  

Fig. 8 Frequency spectra at unity modulation index 
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Table 2. Voltage levels of inverter phase for dynamic values of M 

Modulation Index Phase Voltage Levels 

1.0 7 

0.9 7 

0.8 7 

0.6 5 

0.4 5 

1.2 3 

Table 3. Inverter output phase voltage RMS and THD for dynamic values of M 

Modulation Index RMS Voltage %THD 

0.5 106 34.16 

0.6 127.2 28.50 

0.8 169.6 20.23 

0.9 190.9 18.99 

1.0 212.1 14.92 

Table 4. Comparison of S3C7L BI with the existing topologies 

Topology Nsw Ncap ND Nd Gain TSVpu Balancing Ability 

12 12 3 0 12 0.5 6 Self 

15 6 4 4 6 3 6 Self 

14 8 4 2 7 1.5 6 Self 

26 13 3 4 13 3 7.33 Self 

28 14 2 2 14 3 5.33 Self 

21 16 6 0 15 1.5 9.33 Self 

19 8 3 0 7 0.75 5.33 Aux 

29 7 3 2 7 0.73 6.33 Self 

27 8 3 3 8 0.77 7.67 Aux 

Proposed S3C7LBI 11 2 0 10 3 5.33 Self 

Nsw- No. of Switches, NCap-No. of Capacitors, ND-No. of Diodes, Nd-No. of Gate Drivers, and TSV-Total Standing Voltage 

3.2. Hardware Results 

Experimental results have been reported as part of 

validating S3C7LBI topology. The parameters of the 

modulation scheme and the load utilized in this study are 

precisely the same as those considered in the simulation. The 

power electronic switches’ gate signals are made using the 

DSP TMS32F28335 toolkit. Figure 9 displays the practical 

seven-level inverter output phase voltage, and Figure 10 

shows the load current at an M value of 1.0. Figure 11 shows 

at M=1.0 displays the frequency spectrum for the load 

current and voltage. The hardware results confirm the 

practicality of the presented S3C7L boost inverter topology 

for real-time applications. Table 4 compares S3C7LBI with 

the existing MLI topologies regarding component count, gate 

driver requirements, increasing ability, Total Standing 

Voltage (TSV) and inherent capacitor voltage balancing.
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Fig. 9 Practical voltage waveform at M=1.0 

 

 

 

 

 

 

 

 

Fig. 10 Practical load current waveform at M=1.0 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11 Practical frequency spectra at unity modulation index
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4. Conclusion 
This paper presented a novel Single-Source Switching 

Capacitor Seven-Level Boost Inverter (S3C7LBI) 

architecture for solar PV applications. It has a more 

straightforward control method and fewer components. With 

a three-times boost, it produces 7-levels. Furthermore, the 

two capacitors may attain equilibrium at VDC without the 

need for any further sensors or control algorithms. There is 

inherent capacitor balance in the circuit. Due to its simplified 

control mechanism, the accompanying peripheral model and 

sensors have been significantly reduced. Its supporting 

aspects are the inherent balance, low number of power 

switches, high voltage gain value, and affordability of the 

S3C7LBI. It has been thought that the operating S3C7LBI 

architecture under dynamic situations is studied by using the 

sinusoidal PWM approach.  

The MATLAB simulation results show the performance 

of the S3C7LBI topology, and two distinct load 

circumstances are taken into account in the simulation to 

determine the viability of the suggested topology. 

Additionally, experimental findings have been provided to 

support the viability of the S3C7LBI architecture that has 

been proposed. These results demonstrate that S3C7LBI can 

have closed-loop capability for solar photovoltaic 

applications. 
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1. INTRODUCTION  

The topology of distribution systems has changed into a mesh structure resembling interconnected 

sub-transmission systems due to the integration of distributed generation (DG) into distribution networks [1]. 

Additionally, the direction of electrical power and short-circuit current are impacted by the integration of DG 

units. Short-circuit current that flows in both directions can cause safety relays to malfunction and, 

ultimately, bring down entire distribution networks [2]. For DG integrated distribution networks, various 

over-current relay safety strategies have been developed [3], [4]. However, it is noted that as the number and 

size of DG units in the distribution networks rise, so does the complexity of the design and coordination of 

protective relays [5]. Conventional protective relay solutions fail in these circumstances of offering the 

system the necessary protection against faults [6]. Additionally, replacing protective relays after a problem 

occurs entails high costs and is impractical for real-time applications. Replacements are advised to create 

effective coordination in protective relays [7]. To address the fundamental needs of relays, such as operation 

time and fault tolerance, coordination of protective relays refers to the capacity to determine appropriate 

setting values for overcurrent relays [8]. Power system stability is greatly influenced by proper relay 

coordination. Protective relays are in charge of clearing faults at each fault occurrence because, if one relay 

fails, the others should take over [9]. Backup relays are employed to prevent any malfunction or failure of the 

principal or primary protection relays. The backup relays are either put on the same or at other buses with the 

proper time between them. Two rules must be followed for the protective relays to operate reliably. The 

https://creativecommons.org/licenses/by-sa/4.0/
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flaws in the relay’s protection zone should trip it initially. Second, defects outside the relay’s safety zone 

should not cause it to trip. Back protection is advised due to the possibility that the main defense system 

would fail. The process of calculating the backup relay time delay is known as coordination of the protective 

relays [10]. The protective relays must be coordinated so that the backup relay’s delay time is sufficient for 

the primary relay to clear the fault first in order to fulfil selective tripping. Coordination between primary and 

backup relays is essential to give the primary relay enough time to fix the issue before the backup relay [11]. 

Relays are generally utilized more frequently as protective devices in distribution networks since they tend to 

be radial. The working duration of every relay should be significantly reduced with optimal time multiplier 

setting (TMS) and plug setting (PS) to increase the stability and dependability of the distribution network 

[12]. To improve the protective relays' performance and reduce the tripping time in these systems, several 

optimization strategies have been put forth. These methods prioritize operational time as their primary 

objective function and maximize operational time based on the relays’ characteristic curves and 

predetermined coordination limitations. Maintaining the reliability of the power system integrated with DG 

systems requires proper relay coordination. When DG is not integrated, the distribution system’s power flow 

is unidirectional. However, many parts of the distribution system now have bidirectional power flow, making 

conventional protection techniques that only consider one-way power flow unsuitable. 

It is challenging to achieve ideal coordination between the relays due to the nonlinearity of the 

distribution networks, especially in larger distribution systems. Additionally, in these systems, the relay’s 

operational times should be shortened to improve the efficiency of the protective circuits [13]. By achieving 

the optimal settings for every relay in the power system, several researchers have suggested various 

optimization strategies for cutting the operational time and increasing the coordination of relays in 

distribution networks. When used for complicated and nonlinear optimization systems, a hybrid random walk 

grey wolf optimizer (RW-GWO) technique is suggested for tackling the issue of local minima and issues 

associated with stagnation to local optima [14]. To find the best setting for relays in extremely complex 

distribution networks, the proposed RW-GWO is applied. The outcomes are compared with basic GWO 

algorithms and other optimization strategies. The outcomes illustrated the approach’s potential for achieving 

the ideal conditions for effective relay coordination.  

In recent years, a variety of meta-heuristic and swarm intelligence-based algorithms that include 

simulated annealing (SA) [15], artificial bee colonies (ABC) [16], genetic algorithms (GA) [17], and particle 

swarm optimization (PSO) [18] have been widely used to solve the challenging and nonlinear relay 

coordination issues. Plug and time multiplier settings were suggested as variables that govern how over 

current relays (OCRs) operate by researchers who proposed optimization of directional over current relay 

using PSO [19]. The objective is to reduce all relays’ operational times while utilizing PSO. PSO algorithm 

has been tested in typical 3-bus, 4-bus, and 6-bus systems. The findings suggested that the PSO had achieved 

reduced plug setting and time multiplier setting values with the best possible coordination for all standard bus 

systems. In [20], a firefly algorithm (FA) is used with a bio-inspired design to coordinate relays in the best 

possible way to safeguard the DG-connected power supply. The basic FA is often achieved by choosing the 

power systems’ proper plug and time multiplier settings. However, the implementation had particular 

difficulties, including delayed convergence and the danger of becoming trapped in local optima. The paper 

developed an adaptive modified FA (AMFA) technique to get around this restriction. The AMFA was used to 

coordinate overcurrent relays in the best possible way. Five separate test scenarios were used to evaluate the 

performance of the suggested approach, and the outcomes were compared using fundamental FA and other 

traditional approaches. In all case studies, the results demonstrated improved performance of AMFA in terms 

of optimized relay coordination, with excellent time reductions of up to 40.446%. Genetic algorithm (GA)-

based relay coordination that is optimal was covered in [21]. Instead of employing a single curve for all 

relays as is done in several standard methods, the study used the characteristic curves of directional 

overcurrent relays as decision-making criteria. The experimental analysis was conducted using a variety of 

IEEE and IEC curves and the IEC benchmark. Results confirm that the suggested GA-based structure is 

adaptable. Additionally, this approach’s outcomes were compared with other frameworks already in use, 

significantly reducing operational times and offering reliable protection for power systems against various 

faults. Distribution systems need more protection relays so problems may be cleared as rapidly as possible. 

The distribution system uses both primary and backup relays [22]. The two key relay characteristics of 

selectivity and sensitivity are crucial for the stability and reliability of the distribution network. When a fault 

occurs, the primary relay sends the tripping signal before the backup relay, which then serves as a supportive 

relay when the first relay malfunctions. 

This paper investigates the optimal relay coordination in DG linked distribution networks using a 

hybrid heuristic technique that combines PSO and gravitational search algorithm (GSA). The proposed  

PSO-GSA is used to select appropriate relay settings in the distribution network. To avoid relay problems 

after DG penetration, a suitable primary and backup relay is selected. 
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2. PROBLEM FORMULATION 

The coordination issue in protective relays is established based on operational constraints like 

coordination standards and operating time. To solve the optimization problem, limits on the pickup current, 

operation time, and properties of the relay are applied. These restrictions are part of the goal function for 

optimization. In the shortest period of time, the function optimizes the functioning time of each protective 

relay. The objective function is expressed as (1): 

 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑠 =  ∑ 𝑡𝑝,𝑞𝑛𝑖=1  (1) 

 

where tp,q is defined as the operational time of the pth relay for fault in qth zone. The constraints for solving 

the objective function are defined [23]. 

 

2.1.  Coordination criteria 

The coordination criteria are defined as (2): 

 𝑡𝑏 𝑝,𝑞 − 𝑡𝑝,𝑞 ≥△ t (2) 

 

where tp,q is defined as the operational time of the pth relay for fault in qth zone and tbp,q is the operating time 

of the backup relay for the fault in zone q, and △t is defined as the coordination time interval (CTI).  

 

2.2.  Limits on operating time of relay 

Protective relays should be used inside the boundary limitations to ensure good coordination 

between the primary and backup relays. They are described in this section. Relay operational time is 

constrained using (3): 

 𝑡𝑝,𝑞 𝑚𝑖𝑛 ≤ 𝑡𝑝,𝑞 ≤ 𝑡𝑝,𝑞 𝑚𝑎𝑥 (3) 

 

where tp,q min and tp,q max is defined as the minimum and maximum operating time of the protective relay for the 

pth relay for fault in the qth zone.  

 

2.3.  Limits on pickup current 

The maximum load current Ipmax and minimum fault current Ipmin, respectively, define the lowest and 

maximum values of the pickup current in a relay. The (4) provides the pickup relay current Ip limitation. This 

specifies the limit on relay plug setting multiplier (PSM) defined by (5). 

 𝐼𝑝 𝑀𝑖𝑛 ≤ 𝐼𝑝 ≤ 𝐼𝑝 𝑚𝑎𝑥  (4) 

 𝑃𝑆𝑀𝑚𝑖𝑛 ≤ 𝑃𝑆𝑀 ≤ 𝑃𝑆𝑀𝑚𝑎𝑥 (5) 

 

PSMmax and PSMmin are the maximum and minimum limits of PSM. Adjusting the relay tripping time for 

optimized coordination is possible using the TMS term. This is usually calculated from the plug setting of the 

relay. Hence the limit on TMS is constituting as given in (6). 

 𝑇𝑀𝑆𝑝, 𝑘𝑚𝑖𝑛 ≤  𝑇𝑀𝑆𝑝, 𝑘 ≤  𝑇𝑀𝑆𝑝, 𝑘𝑚𝑎𝑥 (6) 

 

2.4.  Relay characteristics 

In this study, all the relays are identical in nature with a uniform inverse definite minimum time 

(IDMT) defined as [24]: 
 𝑡𝑜𝑝 = 𝜆(𝑇𝑀𝑆)(𝑃𝑆𝑀)𝛾−1 (7) 

 𝑡𝑜𝑝 = 𝜆(𝑇𝑀𝑆)(𝐼𝑟𝑒𝑙𝑎𝑦𝑃𝑆 ∗𝐶𝑇 𝑠𝑒𝑐 𝑟𝑎𝑡𝑒𝑑)𝛾−1 (8) 

 

where top is described as the relay’s operational time, and PS and TMS are described as the plug setting and 

time multiplier setting, respectively. Current transformer (CT) secondary rated current is known as CT sec, 

while relay fault current is known as Irelay. The values of 𝜆 and 𝛾 for the typical inverse definite minimum 

time (IDMT) characteristic relay are typically 0.14 and 0.02, respectively. Therefore, PS and TMS are the 
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two parameters we will use for PSO-GSA optimization. In this implementation, the Pug setting and the TMS 

of the relays are optimized for relay coordination using a PSOGSA-based method. 

 

 

3. OPTIMIZATION USING PSO-GSA  

3.1.  Particle swarm optimization (PSO) 

Eberhart and Kennedy created the population-based stochastic optimization called PSO method in 

1995. A swarm of birds changes its direction from earlier locations to find food. This behavior of birds is 

converted mathematically as a PSO algorithm. An adaptive algorithm based on bird behavior [25]. Every 

iteration of the PSO process involves a constant updating of the particle position and velocity parameters. 

New determined velocity data update the position of the particles after each cycle [26]. The updated velocity 

value is calculated as the difference between the current location and the prior and global best positions, or 

pbest and gbest, respectively. The resulting updated value will be applied to the calculation of the swarm’s next 

position. Velocity function of the PSO algorithm is given in (9). 

 𝑉𝑖(𝑡+1) = 𝑘𝑉𝑖𝑡 +  𝐶1 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑝𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑡) + 𝐶2 ∗ 𝑟𝑎𝑛𝑑 ∗ (𝑔𝑏𝑒𝑠𝑡 − 𝑋𝑖𝑡) (9) 

 

Particle initially generated for the first iteration is updated using the (10): 

 𝑋𝑖(𝑡+1)=𝑋𝑖𝑡+𝑉𝑖(𝑡+1) (10) 

 

where 𝑉𝑖𝑡 and 𝑋𝑖𝑡 is defined as the velocity and current position of particle i at iteration t, pbest is the best 

agent obtained at every iteration, gbest is the best solution obtained for all the previous iterations, C1, C2 and k 

are the weighting factor and weighing function respectively, ‘rand’ is the random number between 0 to 1.  
 

3.2.  Gravitational search algorithm (GSA) 

GSA is a population-based metaheuristic technique, like PSO, that is governed by Newton’s laws of 

motion and gravitation. In GSA, particles are known as agents. In GSA, where the agents are referred to as 

objects, agents are determined from their masses. Due to the gravitational pull of the items toward one 

another, mass is accumulated by all of the objects [27]. The force between the objects is directly equal to the 

product of their masses and inversely proportional to the square of the distance between them [28]. The 

particles in the GSA are determined by four variables: inertial mass, active and passive gravitational mass, 

and position of the mass in the dth dimension. The values for these parameters are determined by the 

particles’ fitness value [29]. The pressure exerted by two i particles j [11]: 

 𝐹𝑖𝑗𝑑  =  𝐺(𝑡) 𝑀𝑝𝑖(𝑡)×𝑀𝑎𝑗(𝑡)𝑅𝑖𝑗(𝑡)+∈ (𝑥𝑗𝑑(𝑡) − 𝑥𝑖𝑑(𝑡))  (11) 

 

where Maj and Mpj are described as the gravitationally-related active and passive masses for particles i and j, 

respectively. Rij(t) is the Euclidean distance between two particles i and j, G(t) is the gravitational constant at 

time t, and ∈ is the small constant. The (12) provides a formula for calculating the gravitational constant  

 𝐺(𝑡) = 𝐺𝑜 ∗ 𝑒𝑥𝑝[−𝛼 ∗ (𝑖𝑡𝑒𝑟/𝑚𝑎𝑥 𝑖𝑡𝑒𝑟)] (12) 

 

where G0 and α are the initial value and descending coefficient respectively, iter is the value of the current 

iteration and max iter defines the maximum number of iterations. In the search space of dth dimension, the 

total force acting against particle i is expressed as given in (13): 

 𝐹𝑖𝑑(𝑡) =  ∑ 𝑟𝑎𝑛𝑑𝑗𝑁𝑗=1.  𝑗≠𝑖 𝐹𝑖𝑗𝑑(𝑡) (13) 

 

where the random number between 0 and 1 is called randj. According to Newton’s equation of motion, a 

particle’s acceleration is inversely related to its mass and directly proportionate to the generated force. 

Consequently, the definition of each particle’s acceleration is: 

 𝐴𝑖𝑑(𝑡) =  𝐹𝑖𝑑(𝑡)𝑀𝑖𝑖(𝑡)  (14) 

 

where Mii is the mass of the particle i. Lastly, the velocity and position of the particle i at dth dimension space 

is determined as (15) and (16). 
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 𝑋𝑖𝑑(𝑡+1) = 𝑋𝑖𝑑(𝑡) + 𝑉𝑒𝑙𝑖𝑑(𝑡+1)  (16) 

 

3.3.  Hybrid particle swarm optimization gravitations search algorithm (PSO-GSA) 

In this implementation, the PSO is combined with the GSA to form a hybridized algorithm known as 

PSO-GSA. In PSO-GSA, the characteristics and functionalities of both algorithms are integrated and both 

algorithms are executed in parallel. The hybrid approach is heterogeneous in nature since it involves two 

different algorithms. The proposed PSO-GSA possesses the ability of PSO along with the local searching 

ability of GSA. The velocity and position of the particle in the hybridized approach is evaluated as given in 

(17) and (18). 

 Vi(t + 1) = k ∗ Vi(t) + C1 ∗ rand ∗ aCi (t) + C2 ∗ rand ∗ (gbest − Xi (t)) (17) 

 Xi(t + 1) = Xi(t) + Vi(t + 1)  (18) 

 

The flowchart of the proposed PSO-GSA is illustrated in Figure 1. 

 

 

 
 

Figure 1. Flowchart of PSO-GSA 

 

 

4. RESULTS AND DISCUSSION 

As seen in Figure 2, a 4-bus radial system is used, with an 11 kV step-down voltage for the grid. By 

using the PSOGSA technique, the optimal TMS and PS values of the six relays that are present in each bus 

are determined. Here, this optimization is accomplished using the MATLAB platform. At the very end of 

each relay, faults are produced. The malfunction started after 0.5 seconds. The IEEE 4 bus system contains 6 

relays and the CT ratio of each relay is tabulated in Table 1. 

The IEEE 4-bus system is used to verify the relay coordination utilizing PSOGSA, as shown in 

Figure 3. As mentioned in section 3, the relay coordination problem’s objective function is formulated. The 
performance of the relay coordination is determined using different parameters such as Relay number, 

number of turns on primary of current transformer, TDS, load factor, fault current, load current, PSM. 

Simulation is performed using MATLAB and the Simulink model is illustrated in Figure 3. 

 

 

 
 

Figure 2. Single source 4-bus radial system 
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Table 1. CT ratios of each relay 
Relay No CT Ratio 

1 1000/1 

2 800/1 

3 600/1 

4 600/1 

5 600/1 

6 600/1 

 

 

 
 

Figure 3. Simulink model of the IEEE 4-bus system 

 

 

4.1.  Case 1: without DG 

The Simulink model shown in Figure 3 will be simulated without connecting the DG and the relay 

currents at different fault positions are shown in Figures 4, 5, and 6. The optimal values of relay settings are 

given in Tables 2 and 3. In Case 1, PSO and GSA provide TMS that is less than PSO-GSA for all relays, 

while PSO-GSA provide PSM that is less than PSO and GSA. This is even significant because overall 

calculations reveal that PSOGSA computes total operating time to be reduced, leading to speedier relay 

operation. Table 4 gives the operating time of all relays for six faults. 

 

 

 
 

Figure 4. Fault current in primary side of CT for Relay 1 and 2 for fault point A 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 13, No. 3, June 2023: 2568-2578 

2574 

 
 

Figure 5. Fault current in primary side of CT for Relay 2 and 1 for fault point B 

 

 

 
 

Figure 6. Fault current in primary side of CT for Relay 4 and 2 for fault point C 

 

 

Table 2. Comparison of TMS values Table 3. Comparison of PSM values 
Faults PSO GSA PSOGSA 

Fault 1 0.084 0.1 0.4 

Fault 2 0.08 0.09 0.53 

Fault 3 0.08 0.1 0.27 

Fault 4 0.08 0.14 0.41 

Fault 5 0.09 0.08 0.45 

Fault 6 0.08 0.08 0.53 
 

Faults PSO GSA PSOGSA 

Fault 1 0.99 0.99 0.27 

Fault 2 1.07 1.00 0.33 

Fault 3 1.24 0.99 2.68 

Fault 4 1.14 1.09 0.84 

Fault 5 1.10 1.23 0.69 

Fault 6 1.04 1.02 0.14 
 

 

 

Table 4. Operating time of relays for different fault points 
Faults Primary Relay Operating Time in seconds Secondary Relay Operating Time CTI 

Fault 1 R1 0.7 R2 1.53 0.83 

Fault 2 R2 0.85 R1 1.22 0.37 

Fault 3 R3 1.67 R2 2.6 0.93 

Fault 4 R4 1.1 R2 1.69 0.59 

Fault 5 R5 1.02 R4 1.54 0.52 

Fault 6 R6 0.7 R4 1.32 0.62 
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4.2.  Case II: with DG (26.6%) 

When demand rises at certain of the load centers, the additional load is managed by either raising 

main grid generation or DG penetration levels. In order to clarify how a reliable relay function can be 

guaranteed under fault conditions at any of these penetration levels, a case study is given. The DG 

penetration level is given as: 

 % 𝐷𝐺 𝑃𝑒𝑛𝑒𝑡𝑟𝑎𝑡𝑖𝑜𝑛 𝑙𝑒𝑣𝑒𝑙 =  𝑃𝐷𝐺𝑃𝐷𝐺 + 𝑃𝐺𝑟𝑖𝑑  ∗  100 

 

As the load increases, DG penetration grows. In terms of penetration percentage, a 50% load increment is 

equivalent to 33.33% of DG level, which can be regarded as the upper bound [30]. Taken are two situations 

at 26.66% and 31.25%. In the case study, DG is inserted into the network at bus 3 with a penetration level of 

26.66%. The fault current is adjusted in relay 1 for fault point 1. The values of TMS and PSM for 26.6% 

penetration are given in Table 5. 

 

 

Table 5. TMS and PSM of relays using PSOGSA for 26.6% DG penetration 
Faults PSM TMS 

Fault 1 2.15 0.2 

Fault 2 2.87 0.1 

Fault 3 2.64 0.27 

Fault 4 0.31 0.53 

Fault 5 0.24 0.53 

Fault 6 0.05 0.53 

 

 

The currents that contribute to the fault current for the DG added system may flow in two directions. 

Although the aggregate fault current values grow with DG penetration of 26.6%, faults 2 and 3 only 

contribute a very little amount. As soon as a defect develops, it is seen that relays 4, 5, and 6 experience an 

increase in current magnitude. Table 5 shows the operation time and CTI between relays with a DG 

penetration level of 26.6%. The CTI measured are more than 0.3S, indicating successful coordination.  

Figure 7 shows the convergence graph for this scenario. This graph illustrates how PSOGSA converges to a 

better solution, or one that requires the least amount of operating time. Each operation’s total operation time 

value is examined. 

 

 

 
 

Figure 7. Convergence graph 
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4.3.  Case III: with DG (31.25%) 

In this instance, DG is applied to Bus 3 with a 31.25% DG penetration. Table 6 displays the 

obtained TMS and PSM for this example, whereas Table 7 displays the operating time and CTI values for 

each case. Tables 6 and 8 show the operation time and CTI between relays for 26.6% and 31.25%, 

respectively. The CTI recorded in both situations is greater than 0.3s in the majority of the faults, 

demonstrating proper coordination. Additionally, it appears that as DG penetration levels climb, relay 

operation times shorten. For instance, at faults 1 and 2, the relay starts to run at a DG level of 26.6% after 

0.53 and 1.21 S, respectively, then it decreases to 0.48 and 0.53 S when penetration increases to 31.25%. The 

IDMT relay operates for a shorter period of time as a result of the system's total fault current level gradually 

rising. 

 

 

Table 6. Operating time of relays for different fault points (26.6%) 
Faults Primary Relay Operating Time in seconds Secondary Relay Operating Time in seconds CTI in seconds 

Fault 1 R1 0.53 - - - 

Fault 2 R2 1.21 R1 2.79 1.58 

Fault 3 R3 0.52 R1 1.1 0.58 

Fault 4 R4 0.16 R1 1.25 1.09 

Fault 5 R5 0.11 R2 0.95 0.84 

Fault 6 R6 0.16 R4 0.37 0.21 

Total Operating Time in 

seconds 
2.69 

 
6.46 

 

 

 

Table 7. TMS and PSM of relays using PSO-GSA for 31.25% DG penetration 
Faults PSM  TMS 

Fault 1 1.83 0.22 

Fault 2 2.45 0.14 

Fault 3 2.68 0.27 

Fault 4 0.32 0.53 

Fault 5 0.32 0.53 

Fault 6 0.07 0.53 

 

 

Table 8. Operating time of relays for different fault points (31.25%) 
Faults Primary Relay Operating Time in seconds Secondary Relay Operating Time in seconds CTI in seconds 

Fault 1 R1 0.48 R2 2.21 1.73 

Fault 2 R2 0.53 R1 0.95 0.42 

Fault 3 R3 0.52 R2 0.81 0.29 

Fault 4 R4 0.1 R1 0.96 0.86 

Fault 5 R5 0.08 R2 0.92 0.84 

Fault 6 R6 0.17 R4 0.36 0.2 

Total Operating Time 1.88  6.21  

 

 

4.4.  Comparative analysis 

By contrasting the outcomes with an existing optimization strategy described in [30], the 

performance of the new PSO-GSA algorithm was confirmed. Tables 9 and 10, respectively, present the 

results of the previously completed work and the anticipated work. It can be inferred from the comparative 

results that the proposed algorithm reduces the operating time for both primary and backup relays. Results 

validate the fact that the proposed optimization technique can reduce the operating time which in turn 

improves the performance of the relays during fault condition. 

 

 

Table 9. Performance of primary and backup relay of existing work for 26.6% DG penetration 
Fault Point Primary relay unit Backup relay unit CTI (sec) 

Relay Operating Time (sec) Relay Operating Time (sec) 

Fault 1 1 0.98 - - - 

Fault 2 2 0.69 1 1.00 0.31 

Fault 3 3 0.45 2 0.77 0.31 

Fault 4 4 0.35 1 1.01 0.65 

Fault 5 5 0.37 2 0.77 0.39 

Fault 6 6 0.22 3 0.54 0.31 
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Table 10. Performance of primary and backup relay of the proposed PSOGSA for 26.6% DG penetration 
Fault Point Primary Relay Unit Backup Relay Unit CTI (sec) 

Relay Operating Time (sec) Relay Operating Time (sec) 

Fault 1 1 0.53 - - - 

Fault 2 2 1.21 1 2.79 1.58 

Fault 3 3 0.52 1 1.1 0.58 

Fault 4 4 0.16 1 1.25 1.09 

Fault 5 5 0.11 2 0.95 0.84 

Fault 6 6 0.16 4 0.37 0.21 

 

 

5. CONCLUSION 

In order to reduce the total working time of the relays in an IEEE 4 bus system, an optimal PSM and 

TMS of six relays are found. This is done using a hybrid PSO-GSA optimization technique. The maximum 

load current and lowest fault current are used to determine the range of plug settings for each relay. All of the 

overcurrent relay situations are coordinated, and the collected data are summarized to confirm the efficiency 

of PSOGSA. The protective relay may operate more quickly while still meeting the coordination restrictions 

when the objective function is minimized, validating PSOGSA as a possible optimization strategy for relay 

coordination in the distribution network. Additionally, the outcomes demonstrate that the suggested 

optimization technique outperforms the individual standard PSO and GSA findings and can be applied to the 

distribution system to improve dependability. This implementation, in contrast to the previous one, uses the 

IEEE bus system model from Simulink. To validate the relay coordination in a future implementation, a 

sizable bus system must be taken into account. To achieve relay coordination and validation with prior 

results, a variety of hybrid optimization strategies must be used. 
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Abstract - The design and performance assessment of a nine-level Multi-Level Inverter (MLI) for standalone Photovoltaic 

(PV) systems aim to increase the inverter’s efficiency and decrease the usage of power switches. Multilevel inverters 

synthesize a sinusoidal output waveform from multiple voltage levels, which results in lower Total Harmonic Distortion (THD) 

and higher power quality. The nine-level multilevel inverter incorporates a variety of Pulse Width Modulation (PWM) 

techniques in this configuration to control the output voltage. The inverter can efficiently regulate power flow from the PV 

system to the load by optimizing the PWM control methods, resulting in a stable and dependable energy supply. The inverter 

experiences lower conduction and switching losses with fewer switches, resulting in enhanced overall efficiency. Furthermore, 

simplified circuitry can result in lower production costs and increased reliability. The performance analysis must examine this 

multilevel inverter’s output voltage waveform, THD, efficiency, and power losses. It is possible to examine findings with the 

results of conventional inverters utilizing simulation modelling. The nine-level multilevel inverter can be an excellent option 

for standalone PV systems because it lowers THD and increases efficiency, enabling better system performance and greater 

use of renewable energy sources. 

Keywords - Number of power switches, Modified MLI, Phase disposition PWM, PV system, THD. 

1. Introduction  
Multilevel inverters have received much attention in 

recent years because of their ability to overcome the 

constraints of conventional two-level inverters, such as 

increased voltage stress on semiconductor devices and 

harmonic distortion. These inverters are appropriate for 

various applications in renewable energy systems, electric 

vehicles, and industrial drives because of improved voltage 

waveforms, decreased switching losses, and higher power 

quality. In standalone photovoltaic systems, a multilevel 

inverter is an essential component which transforms the 

Direct Current (DC) power supplied by solar panels into 

Alternating Current (AC) for use in various electrical 

appliances.  

Standalone PV systems have been increasing in 

popularity in rural areas as the demand for clean, sustainable 

energy increases because they can produce dependable, eco-

friendly electricity without a connection to the grid [1-3]. 

Due to voltage and harmonic distortion constraints, 

traditional two-level inverters are less effective for high-

power applications. These weaknesses are fixed by 

multilevel inverters, which create AC waveforms from 

multiple voltage levels. 

They achieve this by generating increased voltage 

outputs using a series of power semiconductor switches and 

capacitors, which reduces harmonic distortion, lowers 

switching losses, and improves overall efficiency.  

Independent PV systems need a consistent and reliable 

power source because they are frequently used in remote or 

off-grid settings. Multilevel inverters are often used in such 

systems because they can create superior sinusoidal 

waveforms, lowering the possibility of harming delicate 

electronic devices. Additionally, multilevel inverters enable 

better voltage regulation, raising standalone PV systems’ 
overall performance and dependability [4-8].  

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
http://creativecommons.org/licenses/by-nc-nd/4.0/
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1.1. Literature Review  

The neutral-point-clamped inverter, or diode-clamped 

MLI, is one of the most widely used multilevel inverter 

topologies. In order to produce various voltage levels across 

the output terminals, it is made up of numerous capacitors 

and diodes. Compared to other topologies, it requires more 

components because the voltage levels depend on the number 

of capacitors implemented. The cascaded H-bridge MLI is a 

different popular arrangement requiring utilising numerous 

H-bridge cells.  

The inverter can achieve higher voltage levels by 

connecting more cells in series. Each H-bridge can produce 

three-level output voltages. Flying capacitors are used by the 

flying capacitor MLI to generate various voltage levels. It 

has fewer components than the diode-clamped MLI; 

however, it needs delicate voltage balancing of the flying 

capacitors, which is frequently complicated. In contrast to 

two-level inverters, it provides better voltage levels and 

lower switching losses [9-14]. 

Pulse width modulation techniques have become 

essential in managing the switching patterns of 

semiconductor devices to maximise the potential benefits of 

multilevel inverters. This investigation of the available 

information evaluates the various PWM methods utilised by 

multilevel inverters, their characteristics, and how these 

individuals affect the overall effectiveness of such inverters. 

One of the fundamental methods used in multilevel inverters 

to produce a nearly sinusoidal output voltage is sinusoidal 

PWM.  

PWM pulses closely resembling the reference waveform 

are produced by comparing a sinusoidal reference waveform 

with a high-frequency carrier signal. Although SPWM is 

relatively simple to establish, it features low voltage 

resolution and high harmonic content, especially at low 

modulation indexes. A more advanced method called 

selective harmonic elimination PWM intends to reduce 

specific harmonics in the output voltage waveform.  

The modulation indexes for the fundamental and a few 

chosen harmonic frequencies can be found by solving a 

series of nonlinear equations. Although the computational 

difficulty of this method rises with the number of desired 

harmonics to be removed, it provides better control over the 

harmonic content. In multilevel inverters, particularly in 

three-phase applications, Space Vector PWM is a common 

approach. 

In contrast with SPWM, it generates a nearly sinusoidal 

output voltage with a higher voltage resolution. SVPWM 

enhances power quality, lowers voltage THD, and lowers 

common-mode voltage. However, its implementation 

necessitates more sophisticated control algorithms and 

mighty computing power.  

Hybrid PWM techniques combine the advantages of 

various PWM techniques to enhance performance. As an 

illustration, combining SPWM and SHEPWM can improve 

harmonic performance while keeping the implementation 

process simple. Individual PWM strategies have some 

drawbacks, which hybrid techniques can help to offset, 

resulting in the development of more adaptable and practical 

multilevel inverter designs [15-19]. 

Seven- and nine-level multilevel inverters are voltage 

source inverters synthesising multiple output voltage levels 

by combining multiple DC voltage sources. The Cascaded H-

Bridge (CHB) configuration is the topology these inverters 

use the most frequently. When using the CHB topology, each 

H-bridge module produces a portion of the overall output 

voltage, and the cumulative output is the sum of these 

portions. The Pulse-Width Modulation (PWM) technique 

manages the switches, producing the desired output voltage 

waveform [19-25]. 

The ability of multilevel inverters to lower THD in the 

output voltage waveform is one of their key advantages. 

Compared to traditional two-level inverters, they 

successfully minimise the distortion by synthesising a 

waveform that resembles a staircase and has a variety of 

voltage levels.  

According to investigations, THD levels below 5% can 

be attained by seven-level and nine-level inverters, which is 

highly anticipated in the power grid and industrial 

applications. Efficiency is crucial for power electronic 

systems because it directly affects thermal performance and 

energy consumption.  

Multilevel inverters are generally more efficient than 

conventional inverters, particularly at medium- to high 

output power levels. The higher efficiency of multilevel 

inverters results from the decreased switching losses brought 

on by the devices subjected to less voltage stress. The 

leading causes of power loss in multilevel inverters are 

switching losses during PWM operation and conduction 

losses in the switching devices. The overall power loss is 

significantly influenced by the switching frequency, control 

method, and switching device type choices [26-32]. 

The proposed nine-level multilevel inverter has benefits 

such as a lower harmonic content, less switch voltage stress, 

and better power quality. However, it also has certain 

limitations. Increased power semiconductor device and 

capacitor requirements lead to design complexity. To 

maintain stability and ensure proper voltage level balancing, 

control techniques become more complex.  

Additionally, as levels are added, switching loss 

expands, decreasing efficiency. Power quality problems like 

voltage inconsistencies, harmonics, and electromagnetic 
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interference may occur, necessitating sophisticated filtering 

methods. Despite the advantages, implementing a nine-level 

multilevel inverter necessitates addressing these issues to 

achieve the highest levels of performance and dependability 

[33-36]. 

The proposed nine-level multilevel inverter has achieved 

the following objectives for standalone PV systems: 

• Develop a multilevel inverter with optimum energy 

conversion performance and the least number of 

harmonic distortions suitable for standalone photovoltaic 

systems. 

• Evaluate and enhance the voltage levels and switching 

devices in the multilevel inverter’s topology to achieve 

the desired power rating and system specifications. 

• Investigate control strategies and modulation techniques 

to change solar conditions while ensuring a reliable and 

smooth power transfer between the PV array and load. 

• Employ computer-aided tools to simulate the designed 

multilevel inverter and validate its performance under 

various PV power levels and load conditions. 

• Evaluate the benefits of the multilevel inverter in terms of 

efficiency, total harmonic distortion, and overall 

reliability in standalone PV systems. 

2. Proposed Modified MLI and Operation 
The proposed grid-connected PV power generation 

system effectively converts solar irradiance into usable 

electrical energy using a Nine Level Multilevel Inverter and 

a PWM control strategy. The system’s main components are 

the PV panel, the multilevel inverter, a filter, and the 

grid/load connection. The PV panel is essential for 

converting solar radiation into direct current electricity. The 

PV panel’s surface receives sunlight, which causes a current 

flow that is proportional to the amount of incident irradiance.  

The temperature of the PV panel also has an impact on 

its performance, as higher temperatures can reduce the 

efficiency of the process of converting energy. A Nine Level 

Multilevel Inverter changes the PV panel’s DC output into 

AC compatible with the grid. This type of inverter has 

multiple voltage levels, allowing it to generate a smoother 

and higher-quality output waveform compared to traditional 

two-level inverters. 

Additionally, the multilevel inverter increases system 

effectiveness and lowers harmonic distortion. The PWM 

control strategy is utilised to manage the inverter’s output 

voltage. The inverter can maintain the intended voltage 

output level and achieve Maximum Power Point Tracking 

(MPPT) by adjusting the duty cycle of the switching 

signals.A filter has been integrated into the system, ensuring 

the generated AC power is unambiguous and devoid of 

harmonic distortions. The filter reduces any high-frequency 

noise produced while the inverter switches, ensuring 

adherence to grid connection requirements and safeguarding 

delicate loads. When the PV panels produce more electricity 

than the connected loads need, the system can supply the 

excess power to the grid using the grid/load-connected 

operation. In addition, when a load requires more power than 

a PV panel can provide, the system uses additional power 

from the grid to satisfy the load’s requirements.  

The design for a modified multilevel inverter connected 

to solar panels is illustrated in Figure 1. The proposed nine-

level multilevel inverter employs ten IGBT 

power components, a load (R and RL), and four symmetrical 

DC voltage sources to produce better voltage waveform 

quality and less harmonic distortion. The inverter generates 

nine voltage levels by carefully regulating the IGBTs’ 
switching patterns, enabling finer voltage resolution and a 

smoother output waveform.  

The connected load is less strained while the inverter’s 

efficiency and performance improve. Additionally, the 

multilevel topology allows for lower switching frequencies, 

which reduces switching losses and boosts overall system 

efficiency. The inverter is appropriate for various 

applications, including grid-tie inverters, motor drives, and 

renewable energy systems, because it can generate high-

quality AC voltage. Figure 2 illustrates the proposed nine-

level multilevel inverter. 

The proposed nine-level multilevel inverter is designed 

to operate with various voltage levels, including -4VDC, -

3VDC, -2VDC, -VDC, 0VDC, +VDC, +2VDC, +3VDC, and +4VDC. 

This inverter topology offers increased voltage resolution 

and reduced harmonic distortion compared to conventional 

inverters. Utilizing multiple voltage levels can generate more 

accurate and smoother output waveforms, improving 

efficiency and lowering electromagnetic interference. The 

inverter’s operation involves controlling the switching states 

of its power semiconductor devices to achieve the desired 

output voltage level. 

The proposed MLI operates in a specific mode in which 

switches S1, S3, S5, S9, and S7 are turned on. In this 

configuration, dc voltage sources V1, V2, V3, and V4 are 

also utilised. This configuration leads to the inverter’s output 

voltage being -4VDC. Figure 3 illustrates the operating mode 

of +4VDC output voltage.  

A negative output voltage value results from the output 

voltage being inverted concerning the dc voltage Vdc, as 

indicated by the negative sign. The MLI is suitable for 

various power conversion applications because of this 

specific mode of operation, which enables the MLI to 

produce a controlled output voltage waveform with multiple 

voltage levels. The proposed MLI is operated in a specific 

mode by turning on switches S1, S3, S5, S9, and S10. 
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Fig. 1 PV interconnected modified MLI 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 2 Proposed nine-level multilevel inverter 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 3 +4VDC output voltage 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 +3VDC output voltage 
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Fig. 5 +2VDC output voltage 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 6 +VDC output voltage 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 7 0VDC output voltage 

The MLI is powered by DC voltage sources V1, V2, and 

V3. The MLI provides a -3VDC output voltage in this 

configuration. This -3VDC output voltage has to be utilised to 

power the connected load to the MLI.  

Figure 4 illustrates the operating mode of +3VDC output 

voltage. The operation of an inverter entails converting a DC 

input voltage from sources V1, V2, and V3 into an AC output 

voltage. The associated voltage sources are connected to the 

load when switches S1, S4, S6, S7, and S8 are turned on.  

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8 -VDC output voltage 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 9 -2VDC output voltage 

 

 

 

 

 

 

 

 

 

 

 
Fig. 10 -3VDC output voltage 

Because of the particular combination of switches, the 

output voltage is negative (-2VDC), indicating that the 

polarity of the AC waveform is inverted. Similarly, operating 

specific switches and DC voltage sources results in the 

output voltages -VDC, 0, +VDC, +2VDC, +3VDC, and +4VDC. 

Figure 5 to Figure 11 depict the various operational modes of 

the proposed MLI. A reference sinusoidal signal and eight 

carrier waveforms are synthesised in the modulation 

technique called Pulse Width Modulation with Phase 

Disposition (PD-PWM). 
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Fig. 11 -4VDC output voltage 

It attains effective signal transmission and control by 

different pulse widths of the carriers concerning the phase of 

the reference waveform. The instantaneous amplitude of a 

reference sinusoidal signal provides the basis for adjusting 

the pulse widths of each carrier, each of which corresponds 

to a particular phase angle. In addition to reducing power 

loss and improving overall system performance, PD-PWM 

maintains precise regulation. Figure 12 illustrates the pulse 

width modulation with phase disposition for the proposed 

nine-level inverter.  

3. Results and Discussion 

A proposed nine-level multilevel inverter is connected to 

a PV system in MATLAB/Simulink which, by Figure 1, 

operates at a temperature of 35°C and has an irradiance of 

1000 W/m2. Figure 13 illustrates the PV panel irradiance, 

and Figure 14 illustrates the temperature of the PV panel 

system. The boost converter must consider the PV panel 

voltage and maximum power in a solar power system. The 

input voltage range the boost converter has to handle is 

determined by the PV panel voltage.  

It has to be suitable for the converter’s operating range 

for effective energy transfer. The boost converter then 

increases the voltage to meet the system’s needs, enabling 

the most efficient possible power transfer to the load or 

energy storage system. Solar energy is utilised efficiently and 

consistently when the voltage of the PV panels and the boost 

converter are proportionally correct. PV panel voltage of 

288V and maximum output power are shown in Figures 15 

and Figure 16, respectively. 

The proposed nine-level inverter with a resistive load 

operates in a staircase mode, with voltage and current ratings 

of 230V and 10A, respectively. It achieves higher output 

harmonics, improved output waveform quality, and increased 

output voltage resolution. There is a higher harmonic 

distortion in the output current due to the resistive load. 

Figure 17 illustrates the output voltage and current waveform 

of nine-level inverters with resistive load. It attains staircase 

output voltage using a multi-level topology with a resistive 

and inductive load, maintaining a constant 230V and 8A 

current. This design significantly decreases output current 

harmonics, improving power quality and decreasing losses. 

THD is decreased due to improved voltage waveform 

approximation transformed possible by a higher proportion 

of voltage levels.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12 Pulse width modulation with phase disposition 
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Fig. 13 PV panel irradiance 

 

 

 

 

 

 
 

 
Fig. 14 PV panel temperature 

 

 

 

 
 

 

 
 

Fig. 15 PV panel voltage 
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Fig. 16 PV panel maximum power 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 
Fig. 17 Nine-level output voltage and current (R load) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 18 Nine-level output voltage and current (RL load) 
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Fig. 19 Harmonic analysis of 9-level inverter (R load) 

 
Fig. 20 Efficiency analysis of proposed and conventional MLI 
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Fig. 21 Current analysis of proposed and conventional MLI 

Table 2. Performance parameters proposed topology 

S.No. Parameters Proposed MLI 

1 No. of DC supplies 4 

2 DC Voltage 60 V 

3 RMS Voltage 240 V 

4 No. of IGBTs 10 

5 Driver Circuits 10 

6 Carrier frequency 3 kHz 

7 %THD (Current) 7.12 (RL load) 

8 Switching loss 00.42 W 

9 Conduction loss 41.31 W 

10 Total loss 41.73 W 

11 Efficiency 98.20 % 

 

The ability of the inverter to produce lesser voltage steps 

reduces switching losses and improves efficiency. Figure 18 

illustrates nine-level output voltage and current (RL load).  

The harmonic analysis of a 9-level inverter with an R load is 

shown in Figure 19. The output voltage waveform exhibits 

significant distortion, as indicated by the voltage Total 

Harmonic Distortion (THD), which is found to be 18.99%. 

Additionally, the output current waveform has a 7.12% 

current THD, which indicates the degree of distortion. These 

findings indicate that the proposed MLI outperforms 

traditional topologies regarding harmonic content. A 

comparison of the proposed MLI and the current 

conventional topologies is shown in Figure 20. The proposed 

MLI outperforms conventional topologies with an impressive 

efficiency of 98.2%. This demonstrates the improved energy 

conversion efficiency and reduced power losses the 
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effectively, with few losses and high output efficiency 
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overall. An efficient power conversion during switching 

operations is indicated by the switching loss of only 0.42 W. 

The conduction loss of 41.31 W shows that the inverter 

efficiently circulates current. Unexpectedly the total loss of 

41.73 W shows exceptional system optimisation and minimal 

energy wasteful. The inverter’s notable overall output 

efficiency of 98.20% highlights its capacity to convert input 

power into useful output power precisely. Table 2 illustrates 

the various performance parameters of the proposed MLI. 

4. Conclusion 
The proposed nine-level MLI performs admirably with 

ten power switches, with an exceptional total loss of only 

41.73W. Its significant % efficiency rate of 98.20% 

demonstrates how much it can decrease energy consumption. 

Additionally, the 7.12% current THD according to load 

conditions ensures a stable and efficient operation, lowering 

the possibility of undesirable harmonics and enhancing the 

overall system reliability.  

The advanced MLI design described here is a promising 

option for high-power applications because it balances 

performance and efficiency, promoting the efficient and 

sustainable use of electrical energy. It has the potential for 

effective renewable energy integration, advanced motor 

drives, and innovative grid applications due to higher voltage 

levels and reduced harmonics, opening up the possibility of a 

greener and more sustainable energy environment. 
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Abstract - This work discusses a Fault-Tolerant (FT), highly Reliable Five-Level (RFL) Multilevel Inverter (MLI) that can persist 

to function still if one or more power switches have an open single switch fault or a specific multi-switch fault. Consecutively to 

provide quality output voltage profile, the requirement of power switches such as IGBTs used in DC-AC converters is high in 

number; as a result, they are more likely to fail. Consequently, reliability is among the most critical challenges in MLIs in 

numerous applications. At the same time, while compromising crucial components (such as FT, charge balance management, 

and so on), reduced component MLIs may deliver the highest precision in output voltage waveform. For MLIs to function fault-

tolerantly, redundant switching states have been stressed regarding switch failures. This work is aimed to provide a unique RFLI 

during an Open Circuit (OC) failure on a single or several switches for obtaining reliable operation. As a result, the suggested 

Reliable Five-Level Inverter (RFLI) structure is thought to have fewer components and must fulfill the functioning criteria for 

the time being. A suitable FT switching method is used in concurrence with appropriate fault clearing to obtain the requisite 

output voltage waveforms, resulting in dependability. The proposed RFLI architecture offers superior results regarding THD, 

cost, and efficiency during FT operation. The presented RFLI topology has been validated by using the MATLAB tool. 

Keywords - Fault-tolerant, Reliability, Reduced switch count, Multilevel Inverter, Harmonic distortion. 

1. Introduction 
One of the most critical and challenging tasks is 

maintaining the continuity and reliability of DC-AC 

converters in the industrial process and energy systems. This 

has resulted in fault-tolerant architectures focusing on 

reliability and system availability. Multi-Level Converters 

(MLI) are popular for medium-to-high-voltage applications 

due to their adaptability and high performance [1].  

High-Voltage Direct Current (HVDC), renewable energy 

systems, variable-speed drives, hybrid electric vehicles, 

alternating current motor drives, solar diversification, and 
many applications all necessitate power electronic converters 

[2-5].  

The block diagram of integrating renewable energy 

resources to critical loads using the reliable MLI is shown in 

Figure 1. Furthermore, because of the vast and rising demand 

in many applications, there is an issue with the overall 

dependability of the converter system. MLIs are more 

commonly used than two-level inverters because they can 

produce a range of voltages from medium to high power with 

a lower harmonic distortion, among other characteristics [6-

11]. According to certain studies, 38% of total failures in 
inverters are caused by the inability of switches [10, 11], and 

new research indicates that any system dependability to be 

examined by using some system factors [12-15]. 

Several decades of research have been undertaken on the 

issue of fault-tolerant operation and fault detection of MLIs. 

The work in [16] establishes a fault-tolerant topology; 

nevertheless, all sorts of single switch failures are not 

addressed, and the component count is rather enormous. The 

architecture in [17] contains more redundant components and 

is unsuitable for multi-switch failure. [18] proposes a topology 

that does not accommodate all forms of individual switch 
failures. [18-21] topologies do not support multiple-switch 

failures, and the need for controlled power switches increases. 

To address the reliability issue of DC-AC converters, a range 

of FT topologies are proposed in [22].  

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
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Fig. 1 Block diagram of integration of renewable energy resources to critical loads 

The main problem with classical 2L inverters is their lack 

of reliability; MLIs are used instead of switches because of 

how vulnerable and standard switching devices are. A 

bidirectional controller is coupled to a CHB inverter so the 

affected cell can’t be seen elsewhere.  

Switching components can switch diodes and make NPC 

structures functional for faulty cases. The new version of the 
NPC 3L structure has one bidirectional power switch, a half-

bridge, and one segment of diode-clamped inverter, all in a 

hybrid design, which adds up to more inverters and more cost. 

The FCFT structure is pretty detailed in [23-25].  

The circuit can handle mistakes independently, but the 

complexity of balancing the capacitor and the number of 

devices is the leading cause of worry. You need to add extra 

circuitry to keep the inverter safe. Several modulation 

schemes for controlling MLIs are described in the literature 

[26-36]. To tackle these concerns, this paper presents a fault-

resistant multisystem inverter capable of resolving all single-
switch faults and specific multi-switch issues. In this work, 

only open circuit faults are analysed. 

Consecutively, the proposed FTL MLI is presented as a 

single stage of this study to address the issues previously 

identified. The switching control scheme, Sinusoidal Pulse 

Width Modulation (SPWM) is adjusted minimally to improve 

MLI reliability. The lowest likely occurrence of a power 

equipment failure is presented in the tabulated version of the 

reported FTL MLI. In the case of an open switch fault, the 

output voltages generated by the fault are the minimum levels 

needed to keep the systems in working order. The suggested 

FTL MLI may offer a high degree of redundancy. 

2. Proposed Reliable Five Level (RFL) Multilevel 

Inverter  
As illustrated in Figure 2, the presented FT5L inverter 

includes four two-quadrant switches (S1, S2, S5, and S6) and 

two four-quadrant switches (S3 and S4). It also contains two 

capacitors, i.e., C1 and C2) across a DC source VDC. Capacitors 

are utilized to split the voltage of the DC supply into two equal 

parts, allowing 02 four-quadrant switches to reach five voltage 

levels (i.e. ±VDC, ±0.5VDC  and 0).  

Table 1 shows the available switching combinations for 

obtaining different amounts of output voltage. The voltage 

levels of +0.5VDC and -0.5VDC have 02 switching states each, 

whereas the zero voltage has 03 changing conditions, 

indicating that the presented RFLI architecture provides 
switching state redundancy. When a fault is found in any of 

the switches, the gate pulse associated with the fault must be 

deactivated, and a symmetric output voltage can be achieved 

by utilizing the redundancy switching logic listed in Table 1. 

The inverter provides output voltage with five levels in 

this mode, and ripple-less capacitor voltages must be attained 

using the suitable control scheme. Table 1 lists the switching 

instants of RFLI. In this table, logic ‘1’ indicates the switch 

ON, while logic ‘0’ indicates the switch OFF. To maintain the 

same level of stress and load between the switches, the zero 

voltage interval is divided into three possible combinations. 

The faults investigated among the switches are open-

circuit and are analyzed independently on every switch. The 

PWM modulation method shall be adjusted for all fault 

conditions considered to endure the RFLI faults, as outlined in 

Table 2. The fault cases shall be analyzed according to Table 

2. In the faulty state of any power switch, the preferred voltage 

profile shall be obtained by the subsequent switching instants, 

as indicated in Tables 1 and 2. If S1, S2, S3, or S6 are defective, 

the RFLI can generate 3L on the output with a lower basic 

RMS value of output voltage. If the issue is in S3, S6, or S7, the 

inverter shall provide the desired voltage and power, and the 

operation shall be restored to normal. 

2.1. OC Fault in S1 and/or S2 

The FLFLI cannot achieve a VDC voltage level since this 

state contains just a single redundant state. Table 1 shows that 

the desired voltages of +0.5VDC, 0VDC, and -0.5VDC may 

be realized by employing state numbers c, e, and h. When this 

issue occurs, C2 feeds the inverter to achieve fault tolerance. 

In this case, higher ripple voltage may be detected across C1.

Renewable Energy 
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DC-DC Converter Reliable Multilevel 

Inverter 

Critical 
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Table 1. Switching states of proposed RFLI 

State Voltage State S1 S2 S3 S4 S5 S6 

a +VDC 0 1 0 0 1 0 

b +0.5VDC 0 1 0 1 0 0 

c +0.5VDC 0 0 1 0 1 0 

d 0 0 0 1 1 0 0 

e 0 0 0 0 0 1 1 

f 0 1 1 0 0 0 0 

g -0.5VDC 1 0 1 0 0 0 

h -0.5VDC 0 0 0 1 0 1 

i -VDC 1 0 0 0 0 1 

 

 
 

 

 

 
 

 

 
 

 

 
 

 

 

 
 

 

 
Fig. 2 Proposed Reliable Five Level Inverter (RFLI) 

Table 2. Switching states under various fault conditions 

Faulty Switch 
Voltage State Output 

Levels +VDC +0.5VDC 0 -0.5VDC -VDC 

Normal a b/c d/e/f g/h i 5 

S1 and/or S2 - c e h - 3 

S5 and/or S6 - b f g - 3 

S3 a b e h i 5 

S4 a c f g i 5 

Load 

S
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2.2. OC Fault in S5 and/or S6 

In this circumstance, the inverter can only provide three 

levels (+0.5VDC, 0VDC, and -0.5VDC). These voltage levels are 

to be achieved using the state numbers b, f, and g, as shown in 

Table 1. When this happens, C1 alone feeds the inverter to 

provide FT operation. As a result, under this circumstance, 
there is a higher ripple voltage across C1. 

2.3. OC Fault in S3 and/or S4 

In this case, the inverter outputs all the voltage levels. The 

voltage states may be realized by employing state numbers a, 

b, e, h, and i for an open circuit in S3 and a, c, f, g, and i for an 

open circuit in S4, as shown in Table 1. When this happens, 

the two capacitors supply power simultaneously, so there 

won’t be much voltage ripple in your output voltage. 

2.4. Voltage Balancing of Capacitors 
 The voltage balance will be obtained here by employing 

multiple redundant states of the suggested inverter, which has 

two redundant states during no-fault conditions, such as 
+0.5VDC and -0.5VDC. The method was devised by supposing 

a specific switch (Sf) malfunction and monitoring voltages 

across two capacitors. Sf, VC1 and VC2 are used as inputs to the 

method.  

If VC1 is greater than VC2, C1 must be discharged until VC1 

equals VC2 to preserve the capacitor voltage balance. So, to 

generate +0.5VDC and -0.5VDC voltage levels, C1 will be 

employed as the source (state numbers b and g in Table 1). If 

VC2 is greater than VC1, VC2 is used as a source to create 

+0.5VDC and -0.5VDC voltage levels (state numbers c and h, 

respectively, in Table 1) until VC1 equals VC2. Voltage 
balancing is only possible under healthy conditions due to the 

availability of various redundant states for +0.5VDC, -0.5VDC, 

and 0VDC voltage levels, but voltage balancing is not possible 

under S3 and/or S4 failure because there is only one redundant 

state for +0.5VDC, -0.5VDC. 

3. Control Strategy 
The control technique includes pre-calculated output 

current and voltage statistics for switch malfunction 

combinations. Sf serves as a control indicator for the level 

generation blocks. If Sf is 0/3/4, the inverter may function in 

5-level mode; otherwise, if Sf is 1 and/or 2 (or) 5 and/or 6, the 

inverter can work in 3L mode. The sinusoidal PWM approach 

is employed in all modes to create control pulses. To make ‘n’ 
levels in output side AC voltage, this approach requires one 

orientation and ‘n’ levels shifted in-phase carriers.  

4. Results and Discussion 
The DC voltage is 330V to create an AC voltage of 230V 

at an inverter side the simulation parameters of C1=C2=220µF, 

Fc=1500Hz, RL=75Ω and LL=50mH. FTMLI’s performance is 

calculated in terms of efficiency and losses. The loss study 

was performed by building a thermal model of the IGBT 

switch. MATLAB/Simulink software in the proposed RFLI 
gives efficiency of 95.5% and THD of 20.96%. Figures 3 and 

4 show the capacitor voltages (VC1, VC2) and voltage 

difference waveforms under typical operating conditions. 

Figures 5-10 illustrate the corresponding output voltages and 

voltages, as well as the defective switch currents, for the 

default and post-failure scenarios. Faulty S1, S2 and S5, S6 and 

S4 switches are assumed at the 0.06-second mark, and 

associated problematic modules are replaced at the 0.14-

second mark. Table 3 displays the total component count for 

the proposed architecture, which includes switching devices, 

diodes, capacitors and DC sources. It was observed that the 
component count was higher in [10, 11] than in [13, 16]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3 Capacitor voltage differences during normal conditions 

 

0                         0.04                       0.08                      0.12                      0.16                       0.2 

0.25 

0.15 

0.05 

-0.05 

-0.15 

-0.25 

Time (sec) 

V
o

lt
ag

e 
D

if
fe

re
n
ce

 b
et

w
ee

n
  

T
w

o
 C

ap
ac

it
o
rs

  
(V

o
lt

s)
 



T. Devaraju et al. / IJEEE, 10(10), 89-97, 2023 

93 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4 Capacitor voltages during normal conditions 

 

 

 

 

 

 

 

 
 

 

 

 
 

Fig. 5 Load current and load voltage waveforms for fault in S1 and/or S2 

 

 

 

 

 

 

 

Fig. 6  Switch S2 current waveform for fault in S1 and/or S2 

 

0                         0.04                       0.08                      0.12                      0.16                       0.2 

165.15 

165.05 

164.95 

164.85 

Time (sec) 

C
ap

ac
it

o
r 

V
o
lt

ag
es

  
(V

o
lt

s)
 

Voltage across Capacitor C
1
(V

c1
) 

Voltage across Capacitor C
2
(V

c2
) 

0                         0.04                       0.08                       0.12                       0.16                       0.2 

400 

200 

0 

-200 

-400 

Time (sec) 

L
o

ad
 V

o
lt

ag
e 

(V
o

lt
s)

 

V
L
 (V) 40*I

L
 (A) 

During Fault Post Fault Period Pre Fault Period 

0                           0.04                        0.08                        0.12                        0.16                         0.2 

4 

2 

0 

-2 

Time (sec) 

C
u

rr
e
n
t 

(A
) 

IS
2
 

Switch S
2
 is Open 

Circuited 

During Fault Post Fault Period Pre Fault Period 



T. Devaraju et al. / IJEEE, 10(10), 89-97, 2023 

94 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Fig. 7 Load current and load voltage waveforms for fault in S5 and/or S6 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 8 Load current and load voltage waveforms for fault in S3 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 9 Load current and load voltage waveforms for fault in S4 
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Fig. 10 Switch S4 current waveform for fault in S4 

Table 3. Comparison of RFLI with existing topologies 

Topology IGBTs 4 Quadrant Switches Diodes Capacitors DC Sources Reliability 

[17] 6 9 2 0 2 No 

[19] 6 1 12 0 4 Yes 

[20] 20 0 0 0 4 Yes 

[22] 22 0 0 7 1 Yes 

RFLI 4 2 0 2 1 Yes 

5. Conclusion 
This paper proposes a novel architecture for an increased 

Reliability fault tolerant single phase Five Level Inverter 

(RFLI). It can withstand an open circuit failure in any switch 
and certain multiple switch combinations. For capacitor 

voltage balancing, a control algorithm is incorporated. The 

capacitor voltages are correctly balanced, with a voltage 

differential of roughly 0.1 volts between the two capacitor 

voltages. An inverter’s output voltage is always equal to the 

rated voltage. The proposed RFLI is validated in MATLAB 

Simulink platforms for various single/multiple open switch 

faults. A valid fault tolerant switching strategy is utilized with 

adequate fault clearance to obtain the necessary output voltage 

waveforms to achieve the reliability of the RFLI. The 

suggested FTFL inverter contains fewer devices than existing 

similar FTMLI topologies. 
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Abstract - Renewable energy output, particularly from wind power, is dependent on unpredictability due to its reliance on 

climate conditions. Due to this fluctuation, relying only on these sources for a steady power supply is impractical. A constant 

power source becomes even more crucial in areas where grid electrification is difficult, such as distant locations. To address 

this problem, the concept of an Isolated Wind Power Generation System (IWPGS) has arisen, designed to operate under 

variable wind and load situations. However, IWPGS systems suffer power quality issues. Power electronic interfaces can 

cause harmonics and power quality degradation, nonlinear loads coupled to the system, and the reactive power consumption 

generated by these loads. This paper presents an Active Power Filter (APF) to solve the power quality issues related to 

IWPGS. The APF is a device that improves power quality by adjusting for harmonics, reactive power, and other electrical 

system disturbances. A thorough analysis of numerous indexes proves the APF’s performance. These metrics assess the APF’s 

performance in reducing harmonics, improving power factor, and improving the overall power output quality in the IWPGS. 

This research aims to demonstrate that including an APF into an IWPGS can significantly enhance its power quality, making 

it a more stable and sustainable energy source, especially in distant places where grid connection is not always possible. 

Keywords - Power quality enhancement, Wind energy integration, Voltage regulation, Pulse Width Modulation, Total 

Harmonic Distortion. 

1. Introduction  
Off-grid wind power systems gained popularity as 

sustainable and dependable sources of electricity in isolated 

and rural areas where grid connectivity was either absent or 

unreliable. These systems harnessed the wind’s kinetic 

energy to generate electricity, offering a clean and 

environmentally friendly alternative to conventional diesel 

generators or expensive grid upgrades. However, integrating 

wind power into off-grid systems presented several 
challenges, with power quality emerging as a significant 

concern. Voltage stability, frequency regulation, and 

harmonic distortion were all examples of power quality 

issues that must be addressed.  

High power quality was a critical requirement in off-grid 

wind power systems to ensure the efficient and stable 

operation of connected loads and to minimize potential 

damage to sensitive equipment. To achieve this, engineers 

and designers of these systems employed various techniques 

and technologies. They implemented voltage regulation 
mechanisms to maintain a consistent voltage level, ensuring 

connected devices received a reliable power supply. 

Frequency regulation systems were also employed to keep 

the electrical frequency within acceptable limits, preventing 

disruptions to the performance of electrical appliances. 

Furthermore, measures were taken to minimize harmonic 

distortion, which could lead to electrical noise and 

interference in the system. Filters and power conditioning 

equipment were commonly used to reduce harmonic 

distortion and ensure the power output met the required 

quality standards [1-3]. 

In the past, ensuring power quality in off-grid wind 

power systems presented many challenges that required 

advanced control solutions. The variable nature of wind 

speeds led to frequent fluctuations in power output, 

http://www.internationaljournalssrg.org/
http://www.internationaljournalssrg.org/
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necessitating the implementation of complex control 

algorithms. These algorithms were crucial for maintaining 

stable voltage and frequency levels within the off-grid 

system. One of the significant developments in the past was 

integrating energy storage systems. These systems played a 

pivotal role in mitigating power outages caused by the 
inherent variability of wind power. Sophisticated control 

systems were developed to efficiently manage energy 

storage, ensuring a continuous and reliable power supply.  

Off-grid wind power systems also faced issues related to 

harmonic distortion and voltage sags. To address these 

problems, complex filtering and compensation approaches 

were employed. These solutions helped maintain a clean and 

stable electrical supply for sensitive electronic equipment 

and appliances. Another significant challenge in the past was 

coordinating multiple distributed energy resources, including 

wind turbines, solar panels, and diesel engines. Optimizing 

power quality and system efficiency required intricate 
control strategies to balance the contribution of each energy 

source and ensure a reliable power supply. In retrospect, 

addressing these complex control challenges was of utmost 

importance for the reliability and performance of off-grid 

wind power systems in the past. These advancements paved 

the way for more dependable and efficient off-grid renewable 

energy solutions, contributing to a greener and more 

sustainable energy landscape [4-8]. 

2. Literature Review  
Off-grid wind power systems have received significant 

attention recently as a promising way to offer clean, 

renewable energy to remote or isolated areas. These devices 

created power by harnessing the kinetic energy of the wind, 

providing an environmentally acceptable alternative to fossil 

fuels. Despite their enormous potential, off-grid wind power 

systems have advantages and disadvantages. One of the key 

benefits was their capacity to supply a dependable and 

sustainable source of electricity, reducing reliance on 
traditional grid infrastructure and lowering greenhouse gas 

emissions. Off-grid wind power systems were especially 

useful in rural and off-grid areas with limited or no 

connection to centralized power grids. They helped achieve 

energy independence and could drastically lower long-term 

energy bills. One significant difficulty was the intermittent 

nature of wind energy, which was affected by wind speed 

and direction. Energy storage devices, such as batteries, were 

critical for storing extra wind energy and releasing it when 

needed. Furthermore, the upfront expenses of off-grid wind 

power systems could be very substantial, making them less 
accessible to some communities. Maintenance and technical 

skills were also required to ensure these systems’ long-term 

reliability [9-11]. 

The amount by which the electrical waveform generated 

by the wind turbine deviated from a pure sinusoidal 

waveform was referred to as Total Harmonic Distortion 

(THD). This distortion caused several issues with off-grid 

wind power systems. To begin with, high THD levels 

harmed sensitive electrical equipment such as inverters, 

appliances, and electronic devices. These devices were 

intended to operate on a pure sinusoidal waveform, and 

harmonic distortion caused overheating and premature 
failure.  

Furthermore, THD caused system inefficiencies, 

lowered overall performance, and reduced energy generation. 

Harmonics in the electrical system caused increased energy 

losses, resulting in a lower wind turbine power output. These 

challenges were significant considerations for those 

managing and maintaining off-grid wind power systems in 

the past. The impact on the system’s reliability and economic 

sustainability affected the off-grid area’s energy demands 

and jeopardized its long-term viability. Mitigating THD in 

off-grid wind power systems has presented significant 

challenges. It often required the deployment of expensive 
harmonic filters, which proved challenging to maintain in 

remote locations. Additionally, ensuring these filters’ correct 

sizing and installation was crucial for effectively addressing 

the issue during that time [11-15]. 

The charge controller was a typical type used in off-grid 

wind power systems. It regulated the charging and 

discharging of batteries to store extra energy for later use. 

These controllers frequently faced battery maintenance 

issues, such as sulfation and overcharging, which could 

impact battery longevity and system efficiency. Regular 

monitoring and maintenance were essential for mitigating 
these problems. The inverter, which converted Direct Current 

(DC) generated by wind turbines and stored in batteries into 

Alternating Current (AC) for household or industrial usage, 

was another crucial controller. Voltage fluctuations and 

harmonic distortions could occur in inverters, impacting the 

quality of power delivered to appliances. 

Furthermore, in the past, off-grid wind power systems 

had to contend with intermittent wind conditions, 

necessitating the incorporation of energy storage and backup 

power sources. The controller algorithms of these systems 

had to be exceptionally clever to effectively handle the 

unpredictability of wind energy, all while ensuring a 
consistent power supply. Moreover, sizing the system and 

ensuring component compatibility posed significant 

challenges.  

Diverse components had to seamlessly work together to 

optimize power generation and storage in these systems. This 

required careful consideration of various factors, including 

the capacity of the wind turbine, the capacity and type of 

energy storage, and the efficiency of the entire system. 

Engineers and designers of off-grid wind power systems had 

to grapple with these complexities to create reliable and 

efficient solutions in the past [16-21]. 
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The most renowned applications of Renewable Energy 

Systems (RES) in the past were Photovoltaic panels (PV) and 

Wind Turbines (WT). A notable drawback of RES systems 

has historically been their intermittent nature. Speed control 

for WT was a crucial aspect of power generation, as it was 

heavily influenced by connecting the generator to loads or 
the grid. Options included a total converter with the 

generator, a wound rotor generator equipped with resistance, 

or a Double Feed Induction Generator (DFIG), all operated at 

fixed speeds.  

In the past, grid-connected WT systems often featured a 

12-kW variable speed asynchronous generator and a 600 V 

DC link. These systems utilized an AC-DC-AC converter 

with a back-to-back break chopper, resulting in the highest 

recorded power losses of 430 W. In a previous study, a 1,050 

V DC link converter was employed in conjunction with a 

Permanent Magnet Synchronous Generator (PMSG) to 

enhance Power Quality (PQ) and achieve Maximum Power 
Point Tracking (MPPT). This control structure encompassed 

a fuzzy logic controller on the turbine side and a PI controller 

on the load side. The generator employed in this research 

possessed specifications of 2 KVA output capacity, operated 

at a speed of 1,800 rpm, and notably, did not require slip 

rings and brushes. 

Furthermore, this generator was designed to be 

maintenance-free, eliminating the need for rare earth 

magnets. To regulate the current in the system, a hysteresis 

current control technique was implemented in conjunction 

with an AC-DC inverter, as described in [5]. This technique 
necessitated the incorporation of peak and valley current 

detectors, constructed using RC integrators and RS flip-flops 

to enable real-time monitoring of current values [22-25]. 

A novel control approach was employed for a back-to-

back converter with a DC connection linked to a Permanent 

Magnet Synchronous Generator (PMSG) to enhance Power 

Quality (PQ) and Maximum Power Point Tracking (MPPT) 

performance. The introduced APF method reduced source 

current harmonics without necessitating intricate component 

adjustments while maintaining a power factor close to unity 

across a broad range of loads. The APF technique enhanced 

PQ in an isolated wind turbine WT system equipped with a 
PMSG supplying power to a nonlinear load. The outcomes 

were compared between the APF method and the traditional 

approach involving tuning inductors and capacitors [26-29]. 

Voltage fluctuations and frequency oscillations in 

isolated hybrid power systems demanded robust control 

strategies in the past, and these were achieved by opting for 

suitable soft computing algorithms like the Genetic 

Algorithm (GA), Particle Swarm (PS) algorithm, mine blast 

algorithm, and various other Artificial Intelligence (AI) 

applications. In the past, addressing voltage fluctuations and 

frequency oscillations in isolated hybrid power systems 

required implementing resilient control strategies. These 

were effectively attained through carefully selecting 

appropriate soft computing algorithms, including but not 

limited to the Genetic Algorithm (GA) and a diverse range of 

Artificial Intelligence (AI) applications [30]. 

In off-grid wind power systems, one of the primary 
challenges was the intermittent nature of wind energy. Wind 

speeds could vary dramatically, leading to fluctuations in 

power output. Advanced control techniques, such as 

predictive control and energy storage integration, were 

pivotal in mitigating these issues. Predictive control 

algorithms were employed to anticipate changes in wind 

conditions and adjust the operation of the wind turbines and 

energy storage systems accordingly, ensuring a smooth and 

uninterrupted power supply [31, 32]. 

On the other hand, on-grid wind power systems faced 

challenges related to grid integration and power quality. 

Wind turbines generated power that had to be synchronized 
with the grid’s frequency and voltage levels. Variations in 

wind speed often lead to voltage and frequency fluctuations, 

causing power quality issues like voltage sags and flicker. To 

address these problems, advanced control techniques were 

employed, including using grid-connected inverters equipped 

with active power filters. These inverters could rapidly adjust 

their output to compensate for fluctuations in wind power, 

maintaining stable grid conditions.  

Another critical issue that both off-grid and on-grid 

systems faced in the past was the introduction of harmonics 

by power electronic converters. These harmonics could 
potentially distort voltage and current waveforms, 

significantly impacting overall power quality. Advanced 

control techniques such as model predictive and resonant 

controllers were applied to mitigate these effects, minimizing 

harmonics and ensuring clean and sinusoidal waveforms. 

Moreover, cybersecurity emerged as a concern in past 

wind power systems. As these systems became more 

connected and reliant on digital control and communication 

networks, they became increasingly vulnerable to 

cyberattacks. Advanced control techniques from the past had 

to incorporate robust cybersecurity measures to protect 

against unauthorized access and tampering, safeguarding the 
integrity and reliability of wind power systems [33-37]. 

A PMSG connected with a WT, nonlinear loads, and 

advanced control approaches to improve power quality in 

off-grid wind power systems. It had been mentioned the 

following objectives: 

Implement a closed-loop controller for the PMSG to 

maintain stable mechanical torque production, ensuring 

optimal energy extraction from varying wind conditions. 
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Fig. 1 Structure of isolated wind turbine conversion system 

 To design an efficient controller to regulate the output 

voltage amplitude, maintaining it within acceptable 

limits to avoid voltage sag or swell during load changes. 

 To employ advanced control algorithms and active 
filters to mitigate harmonics generated by nonlinear 

loads, ensuring a clean power supply to connected loads. 

 To develop a robust inverter control strategy to 

efficiently convert the variable DC output of the PMSG 

into stable AC power for the load. 

 To optimize the LC filter design to suppress high-

frequency voltage components and filter out switching 

harmonics, improving the overall power quality. 

 To implement an intelligent energy management system 

to balance power supply and demand, ensuring reliable 

operation and efficient energy utilization in off-grid 
scenarios. 

3. Structure of Isolated Wind Turbine with 

PMSG 

The isolated wind turbine conversion system, formed of 

several connected parts, was essential for capturing and 

incorporating wind energy into the grid. A Permanent 

Magnet Synchronous Generator (PMSG) was at the heart of 

the system to transform the wind’s kinetic energy into 

electrical energy. The generated AC power was then rectified 

into DC electricity using a diode rectifier. A DC-DC 
converter adjusted the voltage levels to guarantee effective 

power transfer.  

The DC power was subsequently transformed into AC 

power using a DC-AC converter, making it eligible for grid 

integration. In reaction to shifting wind conditions, wind 

turbine control systems continuously monitor and improve 
the turbine’s performance. In addition, the grid operator 

control system made sure that the electrical grid and the wind 

turbine had constant communication, enabling effective 

power injection. An active power reference converter and 

reactive power reference grid were utilized to control the 

active and reactive power output to keep the system stable. 

The voltage levels were maintained within acceptable bounds 

using a voltage reference DC.  

Generator control systems made sure the PMSG was 

running at its best. While transformers made it easier to 

transform voltage for grid connection, filters were used to 

reduce harmonics and voltage swings. In the end, this 
integrated system made it easier to convert wind energy into 

a dependable supply of electricity, which assisted in creating 

a sustainable and environmentally friendly energy landscape. 

Figure 1 illustrates the structure of the isolated wind turbine 

conversion system. 

The kinetic energy of an object is given by in expression 

(1), 
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Where, m is mass (kg) and  (m/s) is the velocity. 

The power available in wind can be defined in equation 

(2), 

AP
3

2

1       (2) 

Where A is the cross-sectional area (m2) of the wind 

turbine and  is the air density. 

The coefficient factor Cp for the WT can be expressed in 

equation (3), 

P

P
C p

0      (3) 

The power converted from the wind speed is expressed 

in equation (4),  

3
0

2

1 ACP P       (4) 

Tip-speed ratio of wind turbine can be expressed in 

equation (5), 





R

      (5) 

Where R is the radius of the wind turbine, and ω is the 

angular speed of the wind turbine. 

Permanent Magnet Synchronous Generator d and q axis 
change in current, it can be expressed in equation (6) and (7) 

respectively, 
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Where aR  is the resistance, dL  is the d axis inductance, 

qL  is the q axis inductance, s is the angular speed of the 

rotor, p is the permanent flux, dU is the d-axis voltage, 

andUq is the q-axis voltage. 

An extensive procedure was required to integrate 

renewable energy into the connectivity of a wind turbine 

generator. A three-phase full bridge diode rectifier was the 

first component, and its primary function was to change the 

alternating current produced by the wind turbine into direct 

current. This rectifier was essential in guaranteeing a reliable 

and constant DC output.  

The DC boost converter came next and was in charge of 

increasing the DC voltage to a level appropriate for effective 
power transmission. This increase in voltage was required to 

reduce power losses during the energy transfer to the grid. 

The three-phase inverter, the last component of this complex 

system, was created to transform the amplified DC power 

back into grid-compatible AC.  

The inverter’s function was crucial in ensuring that the 

electricity produced by the wind turbine could integrate 

easily into the current grid system. In the end, this networked 

system enabled the clean, renewable energy produced by the 

wind turbine to be effectively transmitted to the grid, 

supplying a dependable source of electricity to power homes 

and businesses while lowering carbon emissions and 
dependence on non-renewable energy sources. Figure 2 

illustrates the interconnection of three three-phase diode 

rectifiers, boost converter, and three-phase inverter to load 

and generator. 

The electro-mechanical torque produced by the wind 

turbine can be expressed in equation (8), 

   qdqdqpe LLIII
P

T  
2

5.1     (8) 

The phase voltage transformation of the three-axis 

system can be expressed in equations (9), (10), and (11), 

respectively, 

a
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Iaga IR
dt
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b
b

Ibgb IR
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c
c

Icgc IR
dt
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The axis voltage transformation system can be expressed 

in equations (12) and (13), respectively, 
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Fig. 2 Interconnection of diode rectifier-DC boost converter-three phase inverter to load 

 
Fig. 3 Controller of DC-DC converter and diode rectifier and inverter system 

Transformed d and q axis, controllers can be expressed 
in equations (14) and (15), respectively, 
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Simplifying the above two equations final simplified 

expression can be illustrated in equation (16), 
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  is the Estimated angle in e a-b-c to d-q 

transformation. 

The performance of a wind turbine is essential for 

producing energy efficiently, and incorporating a 

Proportional-Integral (PI) controller within its DC-DC 

converter is critical to optimizing this procedure. A typical 

control technique called the PI controller modifies the duty 

cycle of the converter’s switching components to control the 

output voltage.  

It balances the trade-off between transient reaction and 

steady-state precision to ensure that the wind turbine runs at 

its peak power for optimum energy extraction. A diode 

rectifier works with a DC-DC converter to change the 

changing AC output from the wind turbine generator into a 

steady DC voltage.  

As a device for unidirectional current flow, the diode 

rectifier only permits forward current to pass from the 
generator to the DC connection. The DC voltage is then 

converted into AC by the inverter system’s last component, 

making it eligible for grid connection. The PI controller in 

the inverter system makes seamless integration with the 

electrical grid possible, ensuring the output voltage and 

frequency precisely match the grid’s needs.  

This system, which includes a wind turbine, a DC-DC 

converter with a PI controller, a diode rectifier, and an 

inverter, guarantees effective energy conversion, grid 

synchronization, and overall optimal performance, promoting 

renewable energy sources and sustainable power generation. 

 
Fig. 4 Three-two axis transformation and two-three-axis transformation of controller from diode rectifier and grid 
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Advanced techniques such as clark/park three-axis 

transformation are used to improve control and effectiveness. 

By transforming the AC variables into a two-axis reference 

frame using this transformation, the analysis is made more 

straightforward, and the DC voltage can controlled precisely. 

The next stage includes using an inverter to change the DC 
voltage into an alternating voltage. Popular techniques 

include sinusoidal Pulse Width Modulation (PWM), which 

synthesizes the inverter’s output voltage by adjusting its 

power components’ switching timings.  

However, this conversion process frequently includes 

harmonics into the output voltage, which must be filtered 

away to provide a clean AC waveform. To accomplish that, 

filters are used, assuring adherence to grid requirements and 
minimizing electromagnetic interference. Utilizing a PI 

controller to manage the output voltage and current is 

standard practice. This controller improves system stability 

and transient response by continuously adjusting the 

inverter’s output to maintain optimal performance. Figure 4 

illustrates the Three-two-axis transformation and two-three-

axis transformation of the controller from the diode rectifier 

and grid.  

4. Results and Discussion 

Figure 5 shows the Permanent Magnet Synchronous 

Generator’s (PMSG) speed in (a), the rotor current in (b), and 

the stator current in (c). The Wind Energy Conversion 

System’s (WECS) performance and behaviour can be 

examined through these crucial factors. The output voltage of 

the three-phase diode bridge rectifier, which is necessary for 

converting the alternating current produced by the PMSG 

into direct current for further processing, is shown in Figure 

6. The boost converter’s DC link output voltage, which 
represents the voltage level following the rectification and 

boosting stages, is shown in Figure 7. Figure 8 provides a 

thorough overview of the power generation and use inside 

the system by displaying the Active and Reactive Power 

generated in the WECS. The pulse signal supplied to the 

three-phase inverter, which regulates the production of three-

phase AC output, is shown in Figure 9. Figure 10 compares 

the three-phase output voltage with and without a filter to 

show how well the filter works to lower voltage aberrations.  

Understanding the voltage gain of the DC Link Boost 

Converter, which is essential for improving the energy 

conversion process, is provided in Figure 11. Figure 12 
examines the three-phase inverter Total Harmonic Distortion 

(THD), contrasting the performance with and without a filter 

to judge the ability of the generated three-phase output 

voltage. These statistics help with the investigation, control, 

and optimization of the WECS by forming a complete visual 

narrative of its different components. Table 1 illustrates the 

overall performance parameters of the wind energy 

conversion system. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5 (a) Speed of PMSG, (b) Rotor current, and (c) Stator current. 
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Fig. 6 Three-phase diode bridge rectifier output voltage 

 

 

 

 

 

 

 

 
 

Fig. 7 DC link output voltage of boost converter 

 

 

 

 

 

 

 

 

 

Fig. 8 Active and reactive power produces in WECS 
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Fig. 9 Pulse signal to three-phase inverter 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10 Three-phase output voltage with and without filter 
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Table 1. Performance parameters of wind energy conversion system 

Parameters Value 

PMSG 

Number of Pair Poles 2 

Stator Resistance 2 Ω 

Inductance on the d-Axis 0.526 H 

Inductance on the q-Axis 0.243 H 

Rotor Flux Linkage  1 Wb 

Speed 1200 rpm 

Rotor Current 1.8 A 

Stator Current 1.2 A 

Three-Phase Diode Rectifier Output Voltage 800 V 

Boost Converter 

Internal Resistance of Inductor 0.2 Ω 

Inductance 0.009 H 

Capacitance 147 µF 

DC Link Output Voltage 800 V 

Duty Cycle 0.8 

Voltage Gain 5.2 

Three Phase Inverter 

Number of IGBT Switches 6 

Number of Driver Circuits 6 

Switching Frequency 2 kHz 

Grid 

RMS Three-Phase Grid Voltage 300 V 

Filter - Resistance 0.8 Ω 

Filter - Inductance 0.65 H 

%Total Harmonic Distortion (Current) - Without Filter 18 (RL Load) 

%Total Harmonic Distortion (Current) - Filter 2.3 (RL Load) 

 

 
Fig. 11 Voltage gain of DC link boost converter 
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Fig. 12 Three-phase inverter THD analysis based on with and without filter 

 

5. Conclusion 
The critical issue of power quality in isolated wind 

power generation systems is discussed in this paper, and an 

effective solution in the form of an active power filter has 

been proposed. Despite being crucial for remote and grid-

challenged areas, IWPGS systems experience power quality 

issues for various reasons, such as harmonics, reactive power 

consumption, and nonlinear loads. The APF is promoted as a 

workable solution to these problems, capable of 

strengthening system stability and improving power quality 
by reducing harmonics and reactive power. This research 

investigation proves the effectiveness of the APF in lowering 

harmonics, boosting power factor, and raising the general 

Caliber of power output in IWPGS settings by a thorough 

review of numerous performance measures. These results 

suggest that adding an APF to an IWPGS can significantly 

improve its dependability and sustainability, particularly in 
rural areas where grid access is inconsistent or insufficient. 

Future improvements in control methods could substantially 

improve the power quality of off-grid wind power 

installations. The creation of advanced predictive control 

algorithms that can foresee and immediately address power 

quality problems is a crucial field of investigation. These 

algorithms can increase system performance using updated 

sensor technologies and data analytics. A continuous power 

supply can be ensured under various wind situations by 

integrating energy storage solutions, such as innovative 

batteries, which can further stabilize power output.   
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Abstract- The main objective of this work is to model, control and 

simulate an electrical microgrid. To achieve this objective, models 

of the subsystems or associated elements (generators, power 

interfaces, electrical loads, etc.) are built, the control strategies 

necessary for the integration of each subsystem in the microgrid 

are implemented, and it is proposed an optimization algorithm that 

allows the economic dispatch of the system to be carried out under 

different generation and demand conditions. Finally, after 

simulating the model, its behavior is validated in a considered 

operating scenario. The work environment selected to develop this 

project is Simulink, a tool integrated into MATLAB, due to the ease 

it offers when modeling and simulating dynamic systems, allowing 

you to customize the included libraries and export data to 

MATLAB for subsequent analysis. At the end of this work, it is 

intended to have a simulated environment to validate the behavior 

of the proposed microgrid, which allows considering different 

generation and demand scenarios, and an optimization algorithm 

that allows carrying out the economic dispatch of the system under 

the operating conditions. considered, without taking into account 

the randomness of generation sources and energy demand. 

Keywords- Integrated Control, Modeling, Renewable Energy 

Integration, Photovoltaic (PV), Wind Energy, Hybrid Power System 

 

I. INTRODUCTION 
 
The increasing global demand for sustainable and 

decentralized energy solutions has prompted the exploration of 
innovative approaches to harness renewable energy sources. 
Photovoltaic (PV) and wind energy systems have emerged as 
promising contributors to the renewable energy landscape, 
offering clean and abundant sources of power [1-3]. In the 
pursuit of enhancing the efficiency and 

reliability of renewable energy systems, the integration of 
multiple sources, such as PV and wind, has gained 
significant attention [4-7]. 

 

Traditional power distribution systems often suffer 
from energy losses during transmission and distribution, 
making them less efficient, especially in remote or off-grid 
areas. The motivation behind this research stems from the 
need to address these challenges by developing a robust, 
integrated renewable energy system tailored for DC micro- 
networks. The combination of PV and wind sources 
presents a synergetic solution, leveraging the intermittent 
nature of both resources to ensure a consistent and reliable 
power supply [8-10]. 

 

Different architectures have been proposed for the 
implementation of microgrids, each with its advantages 
and disadvantages, and are classified into six (6) different 
groups depending on how the alternating current (AC) and 
direct current (DC) transmission buses are connected. 
Among them, the AC microgrid (µGAC) and the DC 
microgrid (µGDC) stand out [16-17]. 

 

II. LITERATURE REVIEW 

In addition to the proposed grid of [11], microgrid 
CO2 emissions, total current costs, and net energy costs are 
optimized. All possible options were analyzed in HOMER 
software, and power system response and reliability 
analyzes using DIgSILENT PowerFactory Study findings 
would be useful for optimizing hybrid mix and availability 
of resources for off-grid microgrids have been successfully 
implemented using various deployment methods. 
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A simulation model [12] has been developed to analyze 
the performance of hybrid systems, and examines the effect 
of varying anaerobic digester size and biogas storage capacity 
on key performance indices and compares two different 
operating strategies to evaluate energy savings and demand 
which may require reduction. Finally, a preliminary financial 
analysis is performed. The results demonstrate the benefits 
and improvements in plant efficiency factors and 
performance resulting from appropriate optimization of 
biogas separation. 

 

The proposed microgrids [13] with diesel generators, 
renewables, storage, and 23.31 kW demand are optimized for 
five specific load management methods: using HOMER 
forecasting for, load continuity, generator sequence, cycle 
charging and combined discharge system net current cost, gas 
air emissions and energy costs. From their analysis the 
following load minimum operating cost 3738 USD, net 
current cost 152,023 USD, CO 2 emission 3375 kg/year and 
energy cost 0.208 USD 

/kWh with constant voltage is generated by an optimal 
method than the highest mean - frequency output. 

 

This work [14] investigates islanded hybrid microgrid 
design and its optimization for load transmission by 
analyzing the optimal size of each element, power system 
response and microgrid cost analyzes Appendix four located 
in North Bangladesh For example, Mymensingh, Rangpur, 
Rajshahi and Sylhet are hybrid microgrids consisting of solar 
PV, wind turbines, battery storage, diesel generators and 
27.31 kW load optimized for five different dispatch channels. 
The proposed microgrids are optimized to reduce current 
costs, CO2 emissions, and absolute energy costs. 

 

A real IMG system model [15] was developed in 
MATLAB/Simulink software to analyze the peak shaving 
performance. The model has four main components such as 
PV, BESS, variable load and gas turbine generator (GTG) 
dispatch models for the proposed algorithm, in which BESS 
and PV models are not suitable for capacity addition 
technique. The simulation results confirm the effectiveness of 
the CVDTA algorithm in reducing the maximum demand 
compared to the power combination method. 

The primary objectives of this study encompass the 

development of a comprehensive control 

The integration of control and modeling in a PV-wind 
hybrid system for DC electric micro- networks is related to 
the economic dispatch problem by optimizing the allocation 
of power generation from renewable sources to meet demand 
efficiently and economically. In this context, the economic 
dispatch problem involves determining the optimal operation 
of the PV-wind hybrid system components, such as 
photovoltaic panels, wind turbines, and energy storage 
devices, to minimize operational costs while satisfying the 
load demand. By employing control strategies and modeling 
techniques, the system can dynamically adjust the power 
output from each source based on factors like weather 
conditions, electricity demand, and energy storage levels, 
thereby addressing the economic dispatch problem to 
achieve cost-effective and sustainable energy supply within 
the micro-network. 

 

III. ECONOMIC DISPATCH 
 

A. Definition of the problem 

Economic dispatch (ED) is a very important 
optimization task in power systems. It is the process of 
distributing generation among the available units to satisfy 
the energy demand in a period, minimizing the cost of 
operating the network and complying with the restrictions of 
the generators. On the other hand, and unlike traditional 
dispatch, where the powers of each generator are defined for 
each period independently, dynamic economic dispatch 
(DED) takes into consideration the limits on the power 
change rates of each generator, relating consecutive dispatch 
periods. 

 

The ED problem, for the micro-network proposed in this 
work, is posed as in Equation 1: Let the sets be: 

 

亞: The set of all generators. 

K: The set of dispatch periods. Let the parameters 
be: 𝑃k : Maximum power of generator i in period 𝑘. 𝑃k : Minimum power of generator i in period 𝑘. 𝑃k : Power demanded in period 𝑘. 𝐶k: Generation cost per unit of energy from 

generator i in period 𝑘. 𝛼, 𝛽, ð: Real constants. 

Let the variables be: 𝑃k: Power assigned to generator i in period 𝑘. │∑i∈𝐼 𝑃k−
strategy and accurate modeling techniques for a PV- 𝑀k = {1 fo𝑟 i 𝑃k 

Load 
> δ, ∀k ∈ K (1) 

wind hybrid system in the context of DC electric micro-

networks. Through advanced control algorithms and precise 
modeling, we aim to optimize energy harvesting, storage, and 
distribution processes, ultimately improving the overall 

Load 

0, 𝑂𝑡ℎe𝑟wi𝑠e 
 

Then, the objective function and constraints of the 
problem are (Equation 2-3): 𝑚i𝑛𝑧 = ∑∀k∈K ∑∀i∈亞𝐶k. 𝑃k + 

performance and sustainability of the micro- network. α. ∑∀k∈K 𝑀k. (∑∀i∈亞𝑃k − 𝑃k
 

i i 

)
2 

+ 
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𝑏e𝑠𝑡 

i i 

𝑏e𝑠𝑡 

max,i     min,i i 

𝛽. ∑∀k∈K ∑∀i∈亞(𝑃k+1 − 𝑃k)2 (2) 𝑠. 𝑡. 𝑃k ≤ 𝑃k ≤ 𝑃k , ∀i ∈ 亞, ∀k ∈ K (3) 

For photovoltaic system 1 (PV1), the data were 
averaged, period by period, during the year 2010. For 
photovoltaic system 2 (PV2), the data 

min,i i max,i 

The first term of the cost function refers to the 
generation cost of the system. In a traditional economic 
office, this term is the most important, considering that the 
objective of the problem is to minimize the cost of network 

operation. The second term, dependent on the variable 𝑀𝑘, 

penalizes all possible solutions that deviate from the 

demanded power by a percentage ð. This expression 
corresponds to the power balance constraint of the system, 
necessary to maintain the operation of the microgrid at the 
desired operating point. The last term relates the powers of 
each generator in consecutive dispatch periods; This term 
seeks to minimize the changes in power required for each 
generator at two successive moments 𝑘 and 𝑘 + 1, 

considering the limitations presented by some particular 
generation technologies. 

 𝑃k , 𝑃k , 𝑎𝑛𝑑 𝐶k are estimated for each period 

depending on the availability of the energy resource, both 

solar and wind, in said period. 

B. Particle Swarm Optimization 

In this algorithm, the position of each particle 
corresponds to a possible solution within the D- 

dimensional search space. In each iteration 𝑘, the particles 

adjust their position X and speed 𝑉 along each dimension 𝑑, 

depending on the best solution found by each one (𝑃𝑏e𝑠𝑡) 

and the best solution found by the swarm (𝐺𝑏e𝑠𝑡). The 
equations that represent the dynamics of the swarm are 
presented below (Equation 4-5): 

 𝑉k+1 = W. 𝑉k + 𝑐1. 𝑟1. ( 𝑃k − Xk) + 𝑐2. 𝑟2. ( 𝐺k − Xk) (4) 

 
Xk+1 = Xk + 𝑉k+1 (5) 
where: 

W: Inertia. Confidence of the particle in its 

movement or speed. 𝑐1: Constant. It represents the attraction of the 

particle towards its best position found so far 

(𝑃𝑏e𝑠𝑡). 𝑐2: Constant. It represents the attraction of the 
particle towards the best position found by the 

swarm (𝐺𝑏e𝑠𝑡). 𝑟1, 𝑟2: Random numbers. Samples from a uniform 

distribution on the interval [0,1]. 
 

For the implementation of the algorithm, the following 

stages were taken into account: 

IV. SIMULATION AND RESULTS 
To build the simulation scenario, data obtained from 

the National Renewable Energy Laboratory's (NREL's). 

The data was recorded as follows: 

corresponding to the spring of that year were averaged. 
Finally, for photovoltaic system 3 (PV3), the information 
was averaged over the summer months of the corresponding 
year. The solar radiation curves for each generator are 
presented below (Fig 1): 

 

Fig. 1.Solar radiation profiles for photovoltaic systems. 

The wind speed profile was taken from [39], and was 
scaled considering the measurement unit of the record (miles 
per hour) and the unit required in the simulation environment 
(m/s) (Fig 2). 

 

Fig. 2. Wind speed profile. 

To estimate the generation costs of each generator, the 
behavior of the energy supply within the market was taken 
into account, that is, the higher the supply, the lower the cost, 
and vice versa. The estimated generation costs for each 
source considered were taken from [40]. Generation cost 
from wind energy: US$ 0.0665 - 0.0772 / kWh Generation 
cost from solar energy: US$ 0.0074 - 0.0994 / kWh 

 

Considering a linear relationship between the generation 
costs and the maximum and minimum values of each 
generation unit, and taking into account an exchange rate of 
$COP 3000, the following cost profile is obtained (see Image 
18) for each generator for the 24 dispatch periods considered 
(Fig 3): Now, with the information available at this point, 
and after 1 million iterations of the PSO algorithm per 
dispatch period, the system ED problem solution for the 
proposed simulation scenario is presented (Table 1): 
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Fig. 3. Generation costs. 

Table 1. Economic dispatch solution. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1 presents the solution proposed by the PSO 
for each dispatch period. The first column means the 
estimate of the power demanded for each period. The 
following 4 columns represent the power references for 
each generation unit, that is, the 3 photovoltaic generators 
and the wind generator, respectively. 
 

The variable 𝑃𝐸𝑆𝑆 is the power that must be supplied, 

or absorbed, by the energy storage system (ESS) to satisfy 
the power balance of the system. This variable is 
calculated as [11]: 
 𝑃𝐸𝑆𝑆(𝑘) = 𝑃𝐿OÆ𝐷(𝑘) − ∑ 𝑃k , ∀𝑘 ∈  𝐾, ∀i ∈  亞(7) 

where: 𝑃𝐸𝑆𝑆(𝑘): Reference power of the energy storage 

system in the dispatch period 𝑘. 𝑃𝐿OÆ𝐷(𝑘): Estimated power demand in the dispatch 

period 𝑘. 𝑃k: Reference power of generator i in the dispatch 

period 𝑘. 

Finally, the average generation costs per dispatch 
period, and the total generation cost for each period, are 
presented. It should be noted that the published cost does 
not consider the penalty for not satisfying the power 
balance, nor the cost linked to sudden changes in reference 
power for each generator; Only the system generation 
cost is included. 

The economic   dispatch   solution   is   presented 

graphically below: 
 

 
Fig. 4. Economic office solution. 

        Fig 4 can be divided into 3 sections; between 𝑡 

= 0𝑠 and 𝑡 = 8𝑠, between 𝑡 = 8𝑠 and 𝑡 = 18𝑠, and between 𝑡 = 18𝑠 and 𝑡 = 24𝑠. In the second section, that is, between 𝑡 = 8𝑠 and 𝑡 = 18𝑠, the maximum power available in the 

system (green) is greater than the power demanded (red) for 
each period, validating that the sum of the powers 
dispatched by each generator (blue) is equal to the power 
demanded (red) in each period, satisfying the power 
balance of the system. 

In the first and third sections, where the demanded 
power (red) is greater than the available power (green), the 
system operates at the maximum power point to minimize 
the power imbalance caused by the inability of the 
generators to satisfy the demand. demand in the 
corresponding dispatch periods. In these cases, the ESS is 
responsible for supplying the energy necessary to satisfy 
the power balance constraint of the system. 

 

Below are the responses of each of the generators 

linked to the microgrid, solar and wind, during the 24 
dispatch periods (Fig 5): 

 

Fig. 5. Power delivered by the wind generator. 

 
Fig. 6. Power delivered by photovoltaic systems. 

In general, and during the 24 dispatch periods, the 
generators follow the power reference adequately, with 
tracking errors of less than 1%. Only the photovoltaic 
generators, in period 18, show erroneous behavior. This 
behavior is due to the fact that the maximum and minimum 
powers of each array were calculated with the solar 
radiation at the beginning of each period, without taking 
into 

Perio

d 

PLOA

D 

PREF 

PV1 

PREF 

PV2 

PREF 

PV3 

PREF 

WIN
D 

PESS 

$COP/

k W 

Costo 

($COP

) 
1 304.72 0.49 0.50 0.49 47.00 256.24 287.47 10842.80 

2 292.85 0.49 0.49 0.48 32.25 259.13 287.81 7624.80 

3 285.57 0.49 0.49 0.48 85.00 199.12 286.79 18999.52 

4 283.25 0.49 0.50 0.49 0.50 281.26 288.83 572.63 

5 291.18 0.49 0.49 0.49 47.00 242.71 287.40 10839.59 

6 311.17 0.49 26.53 0.48 126.00 157.66 281.39 35407.46 

7 318.70 43.76 89.56 71.77 85.00 28.61 269.21 76908.54 

8 339.54 48.36 148.71 74.77 66.00 1.70 254.48 86040.11 

9 364.77 52.78 202.53 60.66 46.97 1.82 240.72 87451.55 

10 380.56 54.84 137.57 60.39 125.86 1.90 227.90 85208.94 

11 395.42 55.06 264.63 67.28 6.48 1.98 221.25 85697.28 

12 405.28 55.76 82.50 68.04 196.95 2.03 213.83 85188.95 

13 398.36 55.76 280.74 59.61 0.26 1.99 219.53 84337.09 

14 395.52 55.72 64.55 61.19 212.08 1.98 217.21 83081.06 

15 397.38 59.94 57.47 55.77 222.20 1.99 224.29 84118.56 

16 395.51 52.20 57.10 57.24 226.99 1.98 236.78 86675.53 
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account the increase or decrease of this variable as a 
function of time. Then, as for the solar radiation 
conditions the system is not capable of generating the 
required power, the control system enters a region of 
unstable operation, resulting in the behavior evidenced in 
Fig 6. 
 

Next, to validate the behavior of the energy storage 
system (Fig 7), it is necessary to take into account the 
difference between the estimated demand profile and the 
one proposed from the switching of different loads, at 
different times, over over the simulation time. Although 
the ESS power reference was calculated for the estimated 
demand profile, the system actually operates with the 
proposed load model. 
 

From Fig 7, in the periods where the difference 
between the estimated demand minus the proposed 
demand is positive, such as in periods 6, 9 and 10, the 
power generated by the ESS is lower than the reference 
because, as The estimated power is greater than the actual 
power consumed, the ESS power reference is also greater 
for these periods. 
 

In the opposite case, when the difference between the 
estimated demand minus the proposed demand is 
negative, as in periods 7 and 17, the ESS power reference 
is lower than the power supplied to the network during 
said periods. 
 

Fig. 7. Power of the energy storage system (ESS). 

The high frequency content present in the behavior of the 
energy storage system is caused by the chattering effect 
in the modulation signal of the bidirectional buck-boost 
converter. To improve the response of this system, it is 
necessary to calculate new parameters for the PI control 
implemented in the current loop of the converter or, 
failing that, design a new control strategy for this 
subsystem. 
Next, and considering its importance in the operation of 
DC microgrids, the behavior of the voltage of the main 
transmission bus is validated, to evaluate the performance 
of the control strategy implemented for its regulation:  

 

 

Fig. 8. DC bus voltage. 
The Fig 8 shows the transients coinciding 

with the power changes of the generators in each 

new dispatch period. The maximum amplitude (over- peak) 
of these transient states is less than 4%, demonstrating 
good performance of the control strategy implemented for 
regulating the voltage of the main bus of the microgrid. 

 

Finally, after the analysis carried out for the generation 
systems, the energy storage system and the control 
strategies, Fig 9 shows the powers injected into the system 
by the generation units and the ESS (blue), the power 
demanded by the electric load model (red) and the 
estimated demand profile (green). 

 

Fig. 9. Power generated, power demanded and demand profile. 

It is verified that the power delivered to the system 
(blue), despite the high frequency component it presents 
(chattering), is equal to the power demanded by the load 
(red), satisfying the power balance constraint and 
resembling the profile of estimated demand (green), 
demonstrating the validity of the proposed models, 
validating the performance of the control strategies and 
corroborating the selection of the implemented 
optimization algorithm, objective of the economic dispatch 
for the 24 periods, under the simulation scenario 
considered, to the micro-grid proposed in this work. 

V. CONCLUSIONS 
Each of the subsystems considered for the 

construction of the proposed microgrid were modeled: the 
solar and wind generators, the energy storage system 
(ESS), the electrical load of the system and the 
corresponding power interfaces. In addition, the necessary 
control strategies were implemented to link each 
subsystem to the microgrid, with tracking errors of less 
than 1%. Particle Swarm Optimization was programmed to 
solve the economic dispatch problem, for an electrical 
microgrid with generators based on solar and wind energy, 
and without considering the randomness of variables such 
as solar radiation, speed of wind or variation in electrical 
demand. To improve the reliability and flexibility of DC 
microgrids, the droop control strategy, which takes 
advantage of the resistive nature of this architecture, is 
proven to be adequate and effective, allowing the 
integration of different generators, without the need to 
implement a communication network between these. 
Starting from the use of power interfaces (DC/DC 
converters, inverter and three-phase rectifier) as tools to 
achieve the stated objectives and validate the results, and 
not as results of the work developed, there were some 
design parameters that were not considered at all. when 
modeling each converter. Therefore, although the 
simulated environment has allowed the simulation of these 
models, there are limitations or restrictions that prevent the 
real implementation of the proposed architectures. 
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The results obtained during the development of this 
project allow us to propose new approaches when 
studying the economic dispatch problem, the algorithms 
to solve it and the analysis of power transmission systems 
in simulated environments. 
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ABSTRACT: This major project presents a Iot Based Smart Water Quality Monitoring. The polluted water is basic 

cause of the main threats in recent times as drinking water is getting contaminated and polluted. The polluted water can 

cause various diseases to humans and animals, which in turn affects the life cycle of the ecosystem. If water pollution is 

detected in an early stage, by suitable measures can be taken and critical situations may be avoided. The quality of the 

water should be properly examined in real-time condition. The project proposes a less cost effective and efficient IoT 

based smart water quality monitoring system which monitors the quality parameters uninterruptedly. The main 

developed of this model is test with three water samples and the parameters of sensors are transmitted to the cloud 

server for further action can be taken. 

 
KEYWORDS: Wifi Module, pH Sensor, Turbidity Sensor, Temperature Sensor, Conductivity Sensor, Oled Display, 

Cloud DB Server, Blynk Application and Quality Monitoring 

 
I. INTRODUCTION 

 

In the beginning of the 21st century able to providing apure drinking water is becoming the major challenge in the 

recent times The United Nations and World Health Organization as well as the recognized human right to sufficient 

works, continuous, safe, secure and acceptable, physically accessible, and affordable, portable  water for personal and 

for domestic use. The future alarmingly estimates that every year diarrhea alone is causing around death of people. The 

physiochemical parameters that include in the electrical view of conductivity, pH, turbidity, temperature with normal 

hot or cool, chlorine content and flow. These parameters can be analyzed quickly and at less cost than the bacterial 

parameters. This with the monitoring helps sensor technology to move  still not very effective, as they do not require 

always meet the practical needs in the table shown about the data of specific utility although cheaper than traditional 

equipment, cost, reliability and maintenance issues still exist; and data handling and management can also be improved. 

In this projectwere the development of a lowcost, wireless connectivity of sensors, multi-sensor network for measuring 

the physicochemical methods water parameters; enabling real-time monitoring, is presented. The tables below describes 

about the sensor data visibility of the devices of the system. 

 

The cost related with machine communication over to the mobile networks are usually cheaper than fixed networks. 

Now people can have connectivity from anywhere and anytime for anything. The Internet of Things is being used in 

number of sectors, from automation, transportation, energy, healthcare, financial services, wearable devices, security, 

agriculture to nanotechnology. 

 

The pH sensor is used to show the acidity or alkalinity of water. It has a range of 0 to 14, with 7 being neutral. A pH 

value less than 7 indicates acidity, while a pH value greater than 7 indicates alkalinity. The turbidity sensor is used to 

show the amount of suspended solids particles in the water. It has a range of some 0 to 1000 NTU, with 0 being the 

clear water and 1000 being very cloudy water. The temperature sensor is used to show the temperature of  thewater. It 

has a range of -50 to 150 degrees Celsius values. The Tds sensor also able give us the proper real time values. 

 

Table-1 : Threshold values of pH and Turbidity Sensors 

 

The sensor Safe water Unsafe water 

pH 6.5-8.5 <6.49 and >8.5 

Turbidity <5 >5 
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Table-2 : Threshold values of temperature sensor 

 

Sensor Normal Hot Cold 

Temperature 10<=T>=29 T>=29 10<T 

 
Table-3 : Conductivity Values of the Sensor 

 

Types Electrode constant Measure range 

Stainless steel electrode K=1 1-2000μS/cm 

Stainless steel electrode K=1 10-2000μS/cm 

Plastic electrode K=1 1-2000μS/cm 
Plastic electrode K=1 10-2000μS/cm 

 

II. RELATED WORK 
 

The concept of water qualit ywas  introduced by Avinash Kumarhis title in the research of “IoT Based Water Quality 

Monitoring System” in 2018.By integrating sensors and internet connectivity, the system can collect data on various 

water quality parameters and transmit it for analysis. This enables us to monitor water quality remotely and make 

informed decisions about water management and treatment. 

 

The author Anantha Naik G. Dhis titlein the research of “IoT based Real-Time Water Quality Monitoring System using 

smart Sensors” in 2020.This system likely employs smart sensors to measure various water quality parameters and 

transmits the data continuously via the internet. This allows for constant monitoring and quick identification of any 

changes in water quality, potentially leading to improved water management and the safety concerns. 

 

The author Salem Garfan his title in the research of “IoT-Based Water Monitoring Systems: A Systematic Review” in 

2022.Conducted a comprehensive review of IoT-based water monitoring systems, covering a wide range of topics, 

including system architectures, sensor technologies, data transmission methods, and data analysis techniques, while 

highlighting challenges and future directions in the field. 

 

In the present conditions of the methods for the monitoring water quality parameters are the manual, time consuming, 

and labor intensive and also risker in the data handling. This can lead to delays in the detecting of the water quality 

problems, related which that can result in the health risks, environmental damage, and economic loss also. An Iot based 

smart of water quality monitoring of the system could that address these several challenges by providing real time value 

data on water quality parameters, such as pH, temperature, turbidity, and conductivity. This data could be used to detect 

water quality problems early on, allowing for timely corrective action. Additionally, the system could be used to track  

recent water quality trends over the time, which could help to identify potential sources of contamination and inform 

long terms water management strategies. 
 

III. METHODOLOGY 
 

 
(a) 
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The methodology encompasses Sensors measure water quality parameters are placed in the water to measure various 

parameters like pH, turbidity, temperature, chlorine level, and conductivity. The microcontroller collects to the sensor 

data and sends to the  microcontroller is connected to the sensors and collects the data they measure. Data is processed 

and prepared for transmission and the microcontroller processes the data to ensure its accuracy and prepares it for 

sending to a cloud platform. The figure (a) is the Methodology diagram 

 

The data is transmitted to the cloud and the processed data is securely transmitted to a cloud platform like Blynk. The 

system is continuously monitored and improved and the system is regularly reviewed and updated to ensure it is 

operating effectively. 

Data is visualized and analyzed and by the cloud platform provides tools to visualize the data in graphs and analyze 

trends and anomalies. These are embedded devices that measure specific water quality parameters. Different types of 

sensors are used depending on the desired parameters to be monitored. This is a small-scale computer that collects and 

processes data from the sensors. 

 

 It also controls the communication between the sensors and the cloud platform. This module transmits data from the 

microcontroller to a cloud platform via wireless networks like Wi-Fi network. This is a remote server that stores and 

analyzes the collected data. It can also provide visualizations of the data and generate alerts for potential water quality 

issues. This is an interface through which users can access the data and visualizations provided by the cloud platform. 

This can be a web interface, a mobile app, or a dedicated dashboard. 

 

IV. IMPLEMENGTATION 
 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

(b) 

 

Working:The whole design of the system is generally relatedto IOT which is newly introduced concept in the world of 

development and technology. There is basically two parts included, the first one is hardware & second one is software. 

 

The hardware part consists of sensors which help to measure the real time values of sensers, OLED shows the displays 

by the output from the sensors, The wi-fi module gives the connection between hardware and software section. In 

software we developed a program based on the embedded c language structure. Classification based decision tree 

algorithm is used to predict the water quality classes using software. The figure (b) is the parts of hardware and 

software components of the project. 

 

Once the all hardware is interfaced to the core we need to program for sensor and communication devices. power the 

module to measure water parameters from sensor, each sensor value is measured at different interval time and 

displayed on the OLED alternatively accumulate the measured value and send to cloud using ESP32 Wi-fi module. 

Here Blynk is used as a cloud server. User can view the real time measured value by login the account, where we can 

monitor the real time water parameters. 



 
         | DOI:10.15680/IJIRSET.2024.1305413 | 

 

IJIRSET©2024                                                        |     An ISO 9001:2008 Certified Journal   |                                                   9121 

V. EXPERIMENTAL RESULTS 
 
The water quality monitoring is important for the many applications such as the figures shows the drinking water 

distribution and measurement and environment monitoring of pond, lank and ecosystem etc. The realtime water 

monitoring system having four different in sensors which are connected to a core system of the project. The sensors are 

which senses or read the  real values of time water parameter by using microcontroller and send to the cloud using wi-fi 

module, here we can monitor the water quality parameter on the internet server by using cloud computing. We use 

Blynk or Thingspeak as a cloud server to store the water parameters these parameters can be obtained in numerical 

values display on the screen. 

 

                                  

                                     (c)                                                                                            (d) 

 

While turning on the system initialization takes place and display the system name on Oled display as we code. 

Alternatively once the data is initially, then wi-fi module is get connect to the network using ip address and connecting 

progress display on serial monitor window and also on lcd display like as connecting to wi-fi, both serial monitor 

window and lcd display. If the wi-fi get connected to network shows wi-fi connected message on both serial and lcd 

window or else shows wi-fi connected. The pH of the water is visible to show. We took three different samples for 

demo purpose. One is pure water, second one is salt water and third one is added acidic water each samples parameters 

are measured continuously and obtained result is real time on both Oled display and on web.The figure (c) and figure 

(d) where the expected result can be viewed in the website and the monitor.  

 

VI. CONCLUSION 
 

The conclusion tells that of the Iot based smart water quality monitoring system is more and more suitable for real time 

value   monitoring and analysis of water quality parameters compared to the existing systems. It is automatic and does 

not require human intervention, reducing errors. The system utilizes temperature, pH, conductivity and turbidity 

sensors, along with a Wi-Fi module for wireless data transmission. The last process is that microcontroller processes 

system sensor data and transmits it to the cloud with Wi-Fi module. The data is stored and analyzed in the cloud using 

Blynk web service provided. The system can predict future water quality parameters and provide real-time notifications 

to users through a mobile application. 
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ABSTRACT: Petroleum is the foremost and mainstay of modern civilization. It is one of the nature's rare and valuable 

creation. Its formation takes millions of years which insist proper utilization of the resource. In present scenario, fuel stations 

are operated manually which consist a controlling unit to perform various tasks. The present manual fuel stations consume 

more time and requires substantial man power. Moreover, it is prone to malpractices and higher probability of human initiated 

errors. These limitations restrict installation of fuel stations in distant areas. The main aim of this paper is to deal with all 

stated problems by developing an automated petrol dispensing system using RFID technology. Such a system enables a user 

to use a RFID based prepaid card to access petrol at fuel stations. Whenever the user wants to fill the tank from the fuel 

dispenser, user has to enter the amount first and then place the RFID card near the RFID reader. The Arduino Uno manages to 

read the data from the RFID reader and perform action according to the customer requirements as well as the amount is 

deducted from the user's card. The RFID and Arduino Uno are used for improvement of present petrol dispensing system by 

reducing human work and providing an auto guided mechanism to carry out the tasks consecutively. These systems are highly 

reliable and conserves the time. At the same time will be using GSM-GPS module to get amount deduction via mail and track 

down the vehicle with the help of latitude and longitude parameters. 

 

I. INTRODUCTION 
 

India became the fourth largest auto market in 2017-18 and was the seventh largest manufacturer of commercial vehicles in 

2018. Around 2.19 million cars were sold in India in 2017–18. According to the Ministry of Road Transport and Highways 

(MoRTH), there is a tremendous increase in India's Registered Motor Vehicles in the recent years. These increase in the 

number of vehicles in India has led to a huge usage of petroleum as well. This phenomenon has been represented in graph 

which is shown in figure A. The consumption volume of petroleum products in India was estimated to be approximately 202.6 

million metric tons in fiscal year 2018. The country was ranked third with regard to primary energy and fuel consumption 

across the globe. Petroleum is the non-renewable resource and it is present in a limited quantity. Its formation takes millions of 

years. It cannot be replaced rapidly enough to cope up with its current consumption. Thus, it is extremely crucial to ensure the 

right utilization and consumption of petroleum products so as to preserve it for future generations as well. The dispense of fuel 

to this large number of vehicles in India attains major interest as numerous complications may involve. A long queue in front of 

a fuel station due to huge rush at the station is a common scenario. This leads to the wastage of valuable time, energy as well 

as human hours. The manual pump operation at present leads to various malpractices such as delivering less quantity to the 

customers and adulteration of fuel. These issues inspire us for automation of fuel stations which is quite necessary to deal with 

all these recent era problems. The main aim of the project is to design a system which is capable of automatically deducting 

the amount of petrol dispensed from user card based on RFID technology and controller Arduino Uno. The RFID reader 

verifies the user from RFID tag placed nearer to it. The amount of required fuel is entered in terms of amount at the unit. These 

all activities as well as dispense of fuel is monitored and controlled by the Arduino Uno. 

 
II. RELATED WORK 

 
The RFID system is comprised of two components: the RFID reader and the tags. They are also called PCD (Proximity 

Coupling Device) and PICC (Proximity Integrated Circuit Card). 

 

The RFID reader consists of an antenna to emit high-frequency EM waves and a reader/writer. MFRC522 from NXP is an 

example of such an integrated circuit. Since we are using high-frequency waves in the megahertz range, the size of the 

antenna can be small. 

The RFID tag can be either passive or active. Active tags are powered by batteries while the passive RFID tags are powered 

by energy from the reader’s interrogating EM waves. The tags are available in different forms or shapes like cards, tags, key 

forbs, or stickers. Whatever the shape, the RFID tag will consist of an antenna and the RFID chip, which will store all the data. 
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When triggered by an electromagnetic interrogation pulse from a nearby RFID reader, the tag will transmit data back to the 

reader. The reader will then analyse this data to identify the tag. Unlike a barcode or a QR code, the tag does not need to be 

within the reader’s line of sight. This makes it easier to process and can be used for tracking objects in closed space 

 

III. METHODOLOGY 
 
The project revolves around using an Arduino Uno board in conjunction with an RFID reader module to automate the fuel 

dispensing process at gas stations. The methodology begins with setting up the required hardware components, including the 

Arduino board, RFID reader, solenoid valve or relay module for pump control, and a display unit. A database is created to 

store registered RFID tag IDs and associated user information like vehicle details and fuel quotas. The Arduino is 

programmed to read RFID tag data, search the database for the corresponding user, calculate the allowed fuel amount, and 

control the solenoid valve to activate the pump for the specified duration. The system displays relevant details on the LCD and 

incorporates error handling and safety measures. After thorough testing, the system is installed at the fuel station, integrated 

with existing infrastructure, and deployed with staff training for operation and maintenance. Optional enhancements may 

include payment gateways, remote monitoring, improved user interfaces, and advanced security features. The system 

undergoes rigorous testing and calibration to ensure accurate fuel dispensing and optimal performance, followed by careful 

integration with the existing fuel station infrastructure. Detailed procedures for regular maintenance and updates are 

established to keep the system functioning optimally. 

 

Furthermore, the methodology allows for optional enhancements, such as integrating the system with payment gateways or 

billing systems for automated payment processing, implementing remote monitoring and control capabilities for centralized 

management, enhancing the user interface with touch screens or mobile apps, and incorporating advanced security measures 

like biometric authentication or camera-based vehicle recognition. These enhancements can further improve the system's 

functionality, convenience, and security, adapting it to the evolving needs of fuel station operations. 

 

 
.  

FIG A: BLOCK DIAGRAM OF RFID BASED AUTOMATION FUEL STATION 

 
IV. EXPERIMENTAL RESULTS 

 
The results could include measurements of the system's response time, which is the time taken from when a rfid tag is 

detected to when the fuel pump is activated. this could be measured in milliseconds or seconds, and it would be important 

to ensure that the response time is within acceptable limits for a smooth user experience. 
Fuel dispensing accuracy: experiments could be conducted to measure the accuracy of the fuel dispensing process. this could 

involve comparing the amount of fuel dispensed by the system with the expected amount based on the user's fuel quota or the 

amount requested. the results could be presented as a percentage of deviation from the expected amount. 
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User experience and satisfaction: experimental data could include user feedback and satisfaction ratings from individuals who 

have interacted with the rfid-based fuel station automation system. this could be collected through surveys or interviews, and 

the results could provide insights into the ease of use, efficiency, and overall user experience of the system. 

 

 
 

Fig b: Project model 

FIG C: SMS 

 

V. CONCLUSION 
 
The above-mentioned model proposes to remove all the shortcomings of the manually operated petrol pumps by 

replacing them with automated ones. RFID is a versatile technology, easy to use and it can be efficiently used in this 

real time application. The proposed model consists of certain goals like ensuring right amount of fuel dispensed, 

removing all human errors by the use of RFID cards and ensuring customer's trust for a fair sale of the product [9]. 

These automated fuel stations provide a lot more advantages as they reduce man power with the automated self-service. 

With this simple technology in use, any person can easily access for fuel at Fuel Stations. Apart from this all, these 

systems are less time consuming compared to the traditional ones. The technology proposed is very cost efficient and 

has low power consumption as well, which sets the major benchmark in today's scenario. 
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CERTAIN TOPOLOGICAL INDICES AND RELATED POLYNOMIALS

FOR POLYSACCHARIDES

V. LOKESHA1∗, V. R. KULLI2, S. JAIN1, A. S. MARAGADAM1, §

Abstract. A polysaccharide is a large molecule made of many smaller monosaccha-
rides. Monosaccharides are simple sugars, like glucose. Special enzymes bind these small
monomers together creating large sugar polymers or polysaccharides. A polysaccharide
is also called a glycan. Starch, glycogen, and cellulose are examples of polysaccharides.
Depending on their structure, polysaccharides can have a wide variety of functions in
nature. Some polysaccharides are used for storing energy, some for sending cellular mes-
sages, and others for providing support to cells and tissues. In the present work, we
focus on the polysaccharides, namely, amylose and blue starch-iodine complex. Several
topological indices and polynomials are determined in view of edge dividing methods.
Also, depict their graphic behavior.

Keywords: Amylose, blue starch-iodine complex, topological indices and polynomials.

2020 AMS Subject Classification: 05Cxx, 05C09, 05C31.

1. Introduction

Polysaccharides, particularly of plant origin, are prominent components in the diets are
herbivores and omnivores. Amylose is a polysaccharide used in various industries as a
functional biomaterial. It is mainly a linear component consisting of about 100− 10, 000
glucose monomers linked by α(1 → 4) bindings.

Amylose are used in permanent textile finishes, plastics, film making and paper pulp
fibre bonding. High amylose starches have been used together with an instant starch
or food gum as a binder to provide a crisp coating for french fries which also reduces
oil absorption. Used as starches in the usage of sausage casings and food wrappers,
incorporation into bread crusts and pasta for more uniform heating in the microwave.

1 Department of Studies in Mathematics, Vijayanagara Sri Krishnadevaraya University, Ballari,
Karnataka, India.
e-mail: lokiv@yahoo.com; ORCID: https://orcid.org/0000-0003-2468-9511.

∗ Corresponding author.
e-mail:sushmithajain9@gmail.com; ORCID: https://orcid.org/0000-0002-4173-8787.
e-mail: maragadamvijay@gmail.com; ORCID: https://orcid.org/0000-0001-9703-2161.

2 Department of Mathematics, Gulbarga University, Gulbarga, Karnataka, India.
e-mail: vrkulli@gmail.com; ORCID: https://orcid.org/0000-0002-6881-5201.

§ Manuscript received: April 26, 2021; accepted: October 13, 2021.
TWMS Journal of Applied and Engineering Mathematics, Vol.13, No.3 © Işık University, Department
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They are also used in foods legumes and beans, whole grains, vegetables and starchy
fruits, rice and potatoes.

In 1814, Colin and Claubry discovered the starch-iodine reaction, which is well renowned
to any chemist from basic courses in qualitative and quantitative analysis.

A topological index, which is a graph invariant it does not depend on the labeling or
pictorial representation of the graph, is a numerical constant mathematically obtain from
the graph structure. In Chemistry, topological indices have been found to be useful in dis-
crimination, chemical documentation, structure property relationships, structure activity
relationships and pharmaceutical drug design [4]. There are few main classes of topological
indices, namely Wiener index, first and second Zagreb indices, forgotten index, Symmet-
ric division degree index etc., that have been very often studied and investigated by the
researchers [15, 16, 17, 18].

The first and second zagreb indices were introduced by Gutman and Trinajstic [9] which
are defined as,

M1(G) =
∑

uv∈E(G)

[d(u) + d(v)].

M2(G) =
∑

uv∈E(G)

[d(u)d(v)].

In 2015, Ediz, S. [6] defined reverse vertex degree and reverse Zagreb indices of a simple
connected graphs. The reverse vertex degree of a vertex v of a simple connected graph G

defined as;

cv = ∆− dv + 1.

where ∆ denotes the largest of all degrees of vertices of G and dv denotes the number of
edges incident to v.
The first reverse Zagreb beta index [7] of a graph G defined as;

CM
β
1 (G) =

∑

uv∈E(G)

cu + cv.

And the second reverse Zagreb index of a simple connected graph G defined as;

CM2(G) =
∑

uv∈E(G)

cucv.

The concept of Sombor index was recently introduced by Gutman [8] in the chemical
graph theory. It is a vertex-degree-based topological index and defined as;

SO(G) =
∑

uv∈E(G)

√

d2u + d2v.

Inspired by work on Sombor indices, V. R. Kulli, introduced the Nirmala index [11] of
a graph G as follows;

N(G) =
∑

uv∈E(G)

√

du + dv.

The irregularity index was introduced by Albertson [2] in and defined as;

Mi(G) =
∑

uv∈E(G)

|du − dv|.
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Recently, minus F -index [12] of a graph G is introduced by V. R. Kulli, and defined as;

MF (G) =
∑

uv∈E(G)

|d2u − d2v|.

Square F -index is defined as;

QF (G) =
∑

uv∈E(G)

(d2u − d2v)
2.

V. R. Kulli defined the first Gourava index [13] of a graph G is defined as;

GO(G) =
∑

uv∈E(G)

(du + dv + dudv).

Inspired by the works of Zagreb indices, Deepika T. introduced the V L index [5] of a
graph G is defined as;

V L(G) =
1

2

∑

uv∈E(G)

[de + df + 4].

where de = du+ dv − 2 and df = (du× dv)− 2, such that du and dv are the degree vertices
of u and v in G respectively.

Alameri et.al., in 2020, introduced Y -index [1] defined as;

Y (G) =
∑

u∈E(G)

(d3(u) + d3(v))

Numerous graph polynomials have been developed for measuring structural information
of molecular graphs. Graphs polynomial of found applications in Chemistry in connec-
tion with the molecular orbital theory of unsaturated compounds and also an important
source of structural descriptors used in developing structure property models. Degree
based graph polynomials are useful because they contain a wealth of information about
topological indices.

For a simply connected graph G, the first Zagreb beta polynomial [14] is defined as;

CM
β
1 (G, x) =

∑

uv∈E(G)

xcu+cv .

The Second reverse Zagreb polynomial of a simple connected graph G defined as;

CM2(G, x) =
∑

uv∈E(G)

xcucv .

This paper is organized as follows. Section 1 consists of a brief introduction and lit-
erature review which is essential for the development of main results. Forthcoming two
sections, we shall give the topological indices, polynomials of the amylose and blue starch-
iodine complex. Also, depict their graphic behavior. Section 4 consists conclusion of this
work.
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2. Amylose

In this sector calculated the many standard topological indices and related polynomials
for amylose by using the edge partition technique. Here, also obtained graphic comparison
of topological indices of amylose.

Amylose was discovered in 1940, by Meyer and his co-workers found that properties
were different from those of native maize starch. It is found in algae and other lower forms
of plants. It is a spread polymer of around 6000 glucose deposits with branches on 1 in
each 24 glucose ring. It plays an important role in the storage of plant energy and as
plants do not require glucose to explode, its dense structure and slow breakdown features
are under plant’s growth [10].
The reader can find the molecular structure and molecular graphs of amylose in [3].

Theorem 2.1. For all n ≥ 2, let A be the structure of amylose, then

1. SO(A) = 43.55n− 0.8865.
2. N(A) = 26.71n− 8.472.
3. V L(A) = 67n− 4.
4. Mi(A) = 10n+ 2.
5. MF (A) = 44n+ 6.
6. GO(A) = 134n− 8.
7. CM2(A) = 26n+ 2.

8. CM
β
1 (A) = 36n+ 2.

9. QF (A) = 262n+ 3.
10. Y (A) = 456n− 18.

.

Proof. Here we noticed that in the graph of amylose vertices have degrees 1, 2 or 3. The
number of the edges of types are given bellow.

E1 = {uv ∈ E(A) : dA(u) = 1, dA(v) = 2}.
E2 = {uv ∈ E(A) : dA(u) = 1, dA(v) = 3}.
E3 = {uv ∈ E(A) : dA(u) = 2, dA(v) = 3}.
E4 = {uv ∈ E(A) : dA(u) = 3, dA(v) = 3}.

One can calculate easily that |E1(A)| = n, |E2(A)| = 2n+2, |E3(A)| = 5n− 2 , |E4(A)| =
4n.

Let, SO(G) =
∑

u,v∈E(G)

√

d(u)2 + d(v)2

SO(A) = | E(1,2) |
∑

u,v∈E(1,2)(A)

√

d(u)2 + d(v)2+ | E(1,3) |
∑

u,v∈E(1,3)(A)

√

d(u)2 + d(v)2

+ | E(2,3) |
∑

u,v∈E(2,3)(A)

√

d(u)2 + d(v)2+ | E(3,3) |
∑

u,v∈E(3,3)(A)

√

d(u)2 + d(v)2

SO(A) = 43.55n− 0.8865.

Similarly, using the definitions of topological indices we obtain the results. �
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Figure 1. 3D plot of topological indices of amylose a) Sombor index
b) Nirmala index c) VL index d) irregularity index e) minus F -index f)
Gourava index g) Second zagreb index h) first zagreb beta index i) square
F index j) Y index .

Theorem 2.2. let A be the structure of amylose, then

1. SO(A, x) = nx
√
5 + (2n+ 2)x

√
10 + (5n− 2)x

√
13 + 4nx

√
18.

2. N(A, x) = nx
√
13 + (2n+ 2)x

√
4 + (5n− 2)x

√
5 + 4nx

√
6.

3. V L(A, x) = n
2x

5 + (n+ 1)x7 + (5n−2)
2 x11 + 2nx15.

4. Mi(A, x) = (6n− 2)x+ (2n+ 2)x2 + 4n.
5. MF (A, x) = n

x3 + 2n+2
x8 + 5n−2

x5 + 4n.
6. GO(A, x) = (6n− 2) + (2n+ 2)x7 + (5n− 2)x11 + 4nx15.
7. CM2(A, x) = nx6 + (2n+ 2)x3 + (5n− 2)x2 + 4nx1.

8. CM
β
1 (A, x) = nx5 + (2n+ 2)x4 + (5n− 2)x3 + 4nx2.

9. QF (A, x) = nx9 + (2n+ 2)x64 + (5n− 2)x25 + 4n.
10. Y (A, x) = nx9 + (2n+ 2)x16 + (5n− 2)x25 + 4nx36.

.

Proof. Using the information given in Theorem 1 and definition of Sombor polynomial,
we have

Let, SO(G, x) =
∑

u,v∈E(G)

x
√

d(u)2+d(v)2

SO(A, x) = | E(1,2) |
∑

u,v∈E(1,2)(A)

x
√

d(u)2+d(v)2+ | E(1,3) |
∑

u,v∈E(1,3)(A)

x
√

d(u)2+d(v)2

+ | E(2,3) |
∑

u,v∈E(2,3)(A)

x
√

d(u)2+d(v)2+ | E(3,3) |
∑

u,v∈E(3,3)(A)

x
√

d(u)2+d(v)2

SO(A, x) = nx
√
5 + (2n+ 2)x

√
10 + (5n− 2)x

√
13 + 4nx

√
18.

In the similar method we also obtain results for other polynomials. Hence the Proof. �
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3. Blue starch - iodine complex

In this sector calculated the many standard topological indices and related polynomials
for blue starch - Iodine Complex by using the edge partition technique. Here, also obtained
graphic comparison of topological indices of blue starch - iodine complex.

The main structure of amylose are cyclic degradants known as cyclodextrins. They
are obtained enzymatically and may be considered as single turns of the helix of amylose
imploding into a circular path. In all of these complexes, cyclodextrin molecules are posi-
tioned in front to form dimers and they are piled together to generate large cylinders that
resemble the amylose helix in its global structure.

The reader can find the molecular structure and molecular graphs of blue starch - iodine
complex in [3].

Theorem 3.1. For all n ≥ 3, let B be the structure of Blue starch - Iodine Complex, then

1. SO(B) = 12.397n2 + 10.986n+ 1.773.
2. N(B) = 7.708n2 + 7.0817n+ 0.944.
3. V L(B) = 18.25n2 + 71.75n+ 8.
4. Mi(B) = 4n2 − 4.
5. MF (B) = 19n2 − 7n− 12.
6. GO(B) = 36.5n2 + 24.5n+ 40.
7. CM2(B) = 7.5n2 + 14.5n− 4.

8. CM
β
1 (B) = 11n2 + 13n− 4.

9. QF (B) = 107n2 + 114n− 156.
10. Y (B) = 119n2 + 117n+ 28.

.

Proof. Let B be a blue starch - iodine complex graph. We have five partitions of the edge
set E(B) as follows:

E1 = {uv ∈ E(B) : dB(u) = 1, dB(v) = 2}.
E2 = {uv ∈ E(B) : dB(u) = 1, dB(v) = 3}.
E3 = {uv ∈ E(B) : dB(u) = 2, dB(v) = 2}.
E4 = {uv ∈ E(B) : dB(u) = 2, dB(v) = 3}.
E5 = {uv ∈ E(B) : dB(u) = 3, dB(v) = 3}.

One can calculate easily that |E1(B)| = 2n, |E2(B)| =
∑n−1

i=1 (n + 2) − 2, |E3(B)| = n,

|E4(B)| = 4n., |E4(B)| =
∑n−1

i=1 (6n− 2) + 2, |E5(B)| = 4n. The proof technique is similar
as theorem 1. �
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Figure 2. 3D plot of topological indices of blue starch - iodine complex
graph a) Sombor index b) Nirmala index c) VL index d) irregularity index
e) minus F -index f) Gourava index g) Second zagreb index h) first zagreb
beta index i) square F index j) Y index.

Theorem 3.2. let B be a blue starch - iodine complex graph, then

1. SO(B, x) = 2nx
√
5 + (n2+3n−8)

2 x
√
10 + nx

√
8 + (3n2 − 5n+ 4)x

√
10 + 4nx

√
18.

2. N(B, x) = 2nx
√
13 + n2+5n−8

2 x2 + (3n2 − 5n+ 4)x
√
5 + 4nx

√
6.

3. V L(B, x) = nx5 + n2+3n−8
4 x7 + 3n2−5n+4

2 x11 + 2nx15 + nx8.

4. Mi(B, x) = 5n+ (3n2 − 3n+ 4)x+ n2+3n−8
2 x2.

5. MF (B, x) = 5n+ 2nx−3 + n2+3n−8
2 x−8 + (3n2 − 5n+ 4)x−5.

6. GO(B, x) = 2nx5 + n2+3n−8
2 x7 + nx8 + (3n2 − 5n+ 4)x11 + 4nx15.

7. CM2(B, x) = 2nx6 + (n
2+3n−8

2 x3 + nx4 + (3n2 − 5n+ 4)x3 + 4nx.

8. CM
β
1 (B, x) = 2nx5 + (n

2+5n−8
2 x4 + (3n2 − 5n+ 4)x3 + 4nx2.

9. QF (B, x) = 5n+ 2nx9 + n2+3n−8
2 x64 + (3n2 − 5n+ 4)x25.

10. Y (B, x) = 2nx9 + n2+3n−8
2 x28 + nx16 + (3n2 − 5n+ 4)x25 + 4nx54.

.

The proof technique is similar as theorem 2.

4. Conclusion:

It is important to calculate topological indices of amylose and blue starch-iodine complex
because it is a proved fact that topological indices help to predict many properties without
going to the wet lab. In the present work we evaluate some topological indices of the
amylose and blue starch-iodine complex. First, we obtain degree based indices then recover
some polynomial of the structures. Also, the findings are interpreted graphically.
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1  Introduction 
 

One of the key reasons for the expansion is the ability to quickly examine quantitative 

structure-property or quantitative structure activity relationships (QSPR/QSAR). In a chemical 

plot, the vertex grade is frequently indicated for its valence. Graph theory has been a focal point 

for the development of many modern scientific principles and their application to several fields 

of chemistry. Copper oxide has non-toxic qualities, is complete, and is easy to assemble. 

Chemists can think as much as they want about molecules and their chemical behaviour by 

looking at their molecularplot aspects, thanks to the advent of the topological theory of 

chemistry. Chemical graph theory is a field of mathematics that uses graph theory to analyze the 

molecular structure of chemical compounds. The topological index is a part of chemical graph 

theory that connects the physicochemical properties of the underlying chemical graphs, such as 

viscosity, density, infrared spectrum, boiling point, and melting point. A large number of works 

on topological indices are available to the reader. [3], [12], [13], [14], [15], [11]. 

 

Copper (I) oxide is used in marine paints as a pigment, fungicide, and anti-fouling agent, 

among other things. Copper (II) oxide is an important product that serves as a starting point for 

the synthesis of additional copper salts. It has a variety of uses, including wood preservatives, 

coloured glazes in ceramics, animal feed additives, and welding using copper alloys and other 

materials. 

 

Photochemical effects, stability, pigment, fungicide, non-toxicity, and low cost are all 

major benefits. It can be used in a variety of disciplines, including new energy, sensing, 

sterilising, and others. Understanding cuprite at the electrical and atomic level is more helpful in 
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predicting and controlling the processes of copper corrosion. 

 

In this study, we calculated the polynomials of both   and   degree topological indices 

for the chemical structure of copper oxide, and explored a few early ideas of both   degree and   

degree. Additionally, the ability of these trials to address a wide range of complex methods is 

illustrated in the fields of chem-informatics, bio-medicine, and bio-informatics, where graph 

topological assessments are regularly employed to further develop and understand the 

mathematical aspects of the real-world network model. 

 

Using vertex-edge domination and edge-vertex domination parameters, Chellali and his 

colleagues [2] have published a research paper. In graph theory, they defined   degrees and   
degrees, which are two novel degree graph invariants. As a result, they discovered that the total   and   degrees for any graph are closely linked to the first Zagreb index, a prominent 

degee-based topological index. In this paper, we computed various topological indices such as 

the  -index, Sombar index,   -index, Nirmala index, and Albertson index, all of which are 

based on   and   degrees. 

 

The Wiener index, also referred to as the path number, was the first index name and was 

introduced by Wiener in 1965 along with the topological descriptor. Ten years later, Randic 

proposed the Randic-type index, a topological index. The Randic index is still the most 

well-known, commonly used, and studied of all the topological indices that have since been 

created. However, the majority of research projects used the traditional concept of degrees, such 

as Randic and Zagreb indices. This work translated the classical notion of degrees into   and   
degrees for recently introduced topological indices, such as the  -index,   -index, Nirmala 

index, Albertson index, and Sombor index. 

 

Let   be a graph with vertices   and  ,         use this notation throughout the 

article. Since degree-based topological indices may be used to analyze the chemical 

characteristics of various molecule structures, they are helpful. We are particularly interested in 

polynomial-based topological indices as a result of this inspiration. Topological indices based on 

polynomials are a useful method for predicting a compound's physicochemical, pharmacological, 

and toxicological qualities directly from its molecular structure. The study of the quantitative 

structure–activity relationship is the name for this type of investigation (QSAR). Many chemical 

and biological features of chemical compounds under research can be predicted using topological 

indices [4]. 

 

2  Preliminaries 
 

Definition 2.1 The   degree of any edge        , denoted by       , is equal to the total 

number of vertices in the union of the   and   closed neighborhoods. 

 

Definition 2.2 The degree of any vertex        is the sum of the degrees of all the vertices in 

its closed neighbourhood, i.e.,   the total quantity of edges incident to any vertices from the 

closed neighbourhood of  . 
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3  Essential prerequisite 
 

Some definitions of degree-based   and   K index (    ), VL index (     ), Nirmala 

index (    ), Albertson index (    ) and Sombor index (    ) are given bellow. 

      degree based index   degree based index     [17]       ∑                       ∑                       [10]        ∑         √                     ∑         √                    [7]          ∑                                ∑                      .      [16]       ∑         √                  ∑         √                [1]       ∑                               ∑                         
 

Table 1. Some of the   degree based and   degree based topological indices. 

 

4  Research Aim 
The  -index,   -index, Nirmala index, Albertson index and Sombor index are some of the 

topological indices and polynomials of   degree and   degree based  -index,   -index, 

Nirmala index, Albertson index and Sombor index are some of the primary aims of this article. 

Furthermore, the results of these indices have been developed to provide a better understanding 

of their behaviour. 

 

5  Structure of copper oxide 
Figure shows how the      lattice formed in the     plane and accumulated in   layers. 

The vertices and edges of     's crystal structure are                       and     , respectively.      vertices are divided into four divisions based on degrees  
four vertices of degree zero, four vertices of degree one, four vertices of degree two, two vertices 

of degree three, two vertices of degree four, and two vertices of degree four. Similarly,      

edges are divided into         which has          edges,       , which has                        edges, and       , which has                             edges. 

 

 
 

Figure  1:      crystal structure 
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Figure 2: a)cuprite unit cell     , b)      crystal structure [1,0,0], c)     crystal structure 

[1,1,1], d)     crystal structure [1,1,0] 

 

6  Main results 
 

Theorem 6.1 Let      be a Copper(I) Oxide then          is                                                
 

 

Proof. Assume      be a Copper(I) Oxide. The edges are broadly divided into three types then 

total number of edges is     . From the definition of each edge's end vertices   degree can be 

used to calculate the degree of each edge, classified into three types which are given below.                            
                            
                            
One can calculate easily that, 

                        
                                     
                                        
       ∑             
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Theorem 6.2 Let      be a Copper(I) Oxide then                                                                                                                                                                                                                                                                     
 

 

Proof. Let      be a copper(I) oxide. The edges can be divided into five types and its total 

number of edges is     . From the definition of each edge's end vertices   degree can be used 

to calculate the degree of each edge, classified into five types which are given below.                                        
                                        
                                        
                                        
                                                             ,                                                        ,                                   ,                            . 

        ∑         √          

         ∑                 √                  ∑                 √          

         ∑                 √                  ∑                 √         
         ∑                 √                                                            

We could use the same method to obtain results for the remaining indices. 

 

Theorem 6.3 Let      be a Copper(I) Oxide then polynomials are given by                                                                                                                                                                       .                                                                                                                                                                                                              
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The proof method is as similar as theorem 2. 

 

7  Numerical results 
We offer mathematical conclusions which have been tied to the topological descriptors based on   and   degrees for the sub-atomic structures of cuprite oxide. We evaluated numerous    , and   estimations that were calculated using mathematical tables (Table 2). Many aspects of the 

understudied chemical molecule can be predicted using topological indices. Some of the graph 

invariants for instance  -index, Sombar index,   -index, Nirmala index, and Albertson index 

that have been proposed for estimating the skeleton pertaining to the molecule of carbon 

spreading. A interesting field of research is still calculating the Undergraduate molecular graphs 

topological index based on degree. 

So far, we have recorded numerically certain degree-based entropies for various       

estimates for     [u,v,w]. As the predictions of [u,v,w] are increments, you can see that all of 

the entropy values are in growing request [18]. 

 

                                                       972 27250 162.54 584 329.59 528         8592 80114 534.12 1768 2494.03 1536         32532 291570 1655.28 5448 8389.31 3120         83160 793330 4069.16 13544 19935.45 5280         170844 1717106 8318.68 27976 39052.43 8016         305952 3194610 14946.95 50664 67660.26 11328         498852 5357554 24497.03 83528 107678.94 15216         759912 8337650 37511.95 128488 161028.47 19680         1099500 12266610 54534.79 187464 229628.84 24720            1527984 17276146 76108.60 262376 315400.07 30336 

 

Table 2.Numerical depiction of estimated indices for various      values. 

 

8  Graphical Comparison of      
In this portion we have depicted 3D graphs of polynomial of      of various   degree based 

topological indices. 
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Figure  3: 3D graphs of polynomial of      a)  edge index, b)sombor index, c)   index, 

d)Nirmala index, e)Albertson index 

 

 

9  Conclusion 
The results of specific   degree based and   degree based indices of copper(I) oxide are 

presented in this article. Considering that the   degree index has demonstrated a stronger 

prediction ability and correlation than standard degree-based indexes, according to the results of 

this study will assist researchers in better understanding the physical and chemical properties of 

copper(I) oxide. 
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STUDY ON LINE GRAPH OF SOME GRAPH OPERATORS

OF CHEMICAL STRUCTURES VIA F AND M1 INDICES

M. MANJUNATH, S. M. VEERESH, M. PRALAHAD AND P. S. HEMAVATHI∗

Abstract. The Topological indices are known as Mathematical charac-

terization of molecules. In this paper, we have studied line graph of sub-
division and semi-total point graph of triangular benzenoid, polynomino
chains of 8-cycles and graphene sheet through forgotten and first Zagreb
indices.

AMS Mathematics Subject Classification: 05C09, 05C92.
Key words and phrases : Line graph, Subdivision graph, Semi-total point

graph, F -index, M1-index, Triangular benzenoid, Polynomino chains, Graphene
sheet.

1. Introduction

A topological index is a numerical parameter which characterizes its molec-
ular topology and used for quantitative structure activity relationship (QSAR)
and quatitative structure property relationship (QSPR). In 1947, the first topo-
logical index (named as Wiener index or path index) was introduced by Wiener
for finding the boiling point of paraffins [5]. For new topological indices, we
suggest the reader to refer the papers [7, 9–20].

In [1] , B. Furtula and et al., proposed a topological index based on the degrees
of vertices of graph, which is known as forgotten index and it is defined as

F [G] =
∑

u∈V [G]

deg3Gu

or

F (G) =
∑

uv∈E(G)

[deg2G(u) + deg2G(v)]
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†This research received no external funding.
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The first Zagreb index is introduced by Gutman et al. [2] and it is defined as

M1(G) =
∑

uv∈E(G)

[degG(u) + degG(v)]

or

M1(G) =
∑

u∈V (G)

deg2G(u)

Definition 1.1. [6] The line graph L(G) is the graph obtained by associating
a vertex with each edge of the graph G and two vertices are adjacent with an
edge iff the corresponding edges of G are adjacent.

Definition 1.2. [21] The subdivision graph S(G) is the graph obtained by
replacing each of its edge by a path of length 2 or equivalently, by inserting an
additional vertex into each edge of G.

Definition 1.3. The semi-total point graph R(G) graph is obtained from G

by adding a new vertex corresponding to every edge of G and by joining each
new vertex to the end vertices of the edge corresponding to it.

Triangular benzenoid: Benzenoid molecular graph is a connected geomet-
ric figure obtained by arranging congruent regular hexagons in a plane so that
two hexagons are either disjoint or have a common edge and it is shown in below
Figure 1 [3, 18, 22].

Figure 1. Triangular benzenoid
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Polynomino chains of 8-cycles: A k-polyomino system is a finite 2-connected
plane graph such that each interior face (also called cell) is surrounded by a
regular 4k-cycle of length one and Polynomino chains of 8-cycles shown in below
Figure 2.

Figure 2. Polynomino chains of 8-cycles

Graphene sheet: Graphene sheets are essentially the finest materials in the
world. Graphene sheet is a one-atom-thick planar sheet of carbon iotas which are
intensively packed in a hexagonal lattice structure. Graphene sheets show high
electrical conductance at room temperatures and molecular graph of graphene
sheet as shown in below Figure 3 (See [4, 8]).

Figure 3. Graphene sheet

2. Main results

In this section, we compute the forgotten and first Zagreb indices of line graph
of subdivision and semi-total point graph of triangular benzenoid, polynomino
chains of 8-cycles and graphene sheet.
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Theorem 2.1. Let Γ be the line graph of subdivision graph of triangular ben-

zenoid, then

M1[Γ] =
9

2
(n2 − n+ 8)2 +

27

4
(n2 + 7n− 8)2,

F [Γ] =
27

4
(n2 − n+ 8)3 +

81

8
(n2 + 7n− 8)3.

Proof. Let Γ be a line graph of subdivision graph of triangular benzenoid. Ap-
plying the line and subdivision operations to Figure 1, we obtain the two types
of vertices based on their degrees and which are shown in the below Table 1.

Table 1. Degree partition of Γ based on their degrees.

degΓ(u) Number of vertices

2 12 + 3n(n−1)
2

3 3
2
(n2 + 7n− 8)

Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[Γ] = 2

(

12 +
3n(n− 1)

2

)2

+ 3

(

3

2
(n2 + 7n− 8)

)2

=
1

2
(24 + (3n(n− 1)))2 +

33

22
(n2 + 7n− 8)2

M1[Γ] =
9

2
(n2 − n+ 8)2 +

27

4
(n2 + 7n− 8)2.

the above proof method is also follows for F [Γ]. □

Theorem 2.2. Let Υ be the line graph of semi-total point graph of triangular

benzenoid, then

M1[Υ] = 9(n2 − n+ 8)2 +
27

2
(n2 + 7n− 4)2 + 18n2(n− 1)2 + 360(n− 1)2,

F [Υ] =
27

2
(n2 − n+ 8)3 +

81

4
(n2 + 7n− 8)3 + 27(n(n− 1))3 + 2160(n− 1)3.

Proof. Let Υ be a line graph of semi-total point graph of triangular benzenoid.
Applying the line and semi-total point operations to Figure 1, we obtain the
four types of vertices based on their degrees and which are shown in the below
Table 2.

Table 2. Degree partition of Υ based on their degrees.

degΥ(u) Number of vertices

4 12 + 3n(n−1)
2

6 3
2
(n2 + 7n− 8) + 6

8 3n(n−1)
2

10 6(n− 1)
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Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[Υ] = 4

(

12 +
3n(n− 1)

2

)2

+ 6

(

3

2
(n2 + 7n− 8) + 6

)2

+ 8

(

3n(n− 1)

2

)2

+ 10(6(n− 1))2

M1[Υ] = 9(n2 − n+ 8)2 +
27

2
(n2 + 7n− 4)2 + 18n2(n− 1)2 + 360(n− 1)2.

the above proof method is also follows for F [Υ]. □

Theorem 2.3. Let Φ be the line graph of subdivision graph of polynomino chains

of 8-cycles, then

M1[Φ] = 3776n2 − 160n+ 236,

F [Φ] = 107008n3 − 3618n2 + 20064n+ 376.

Proof. Let Φ be a line graph of subdivision graph of polynomino chains of 8-
cycles. Applying the line and subdivision operations to Figure 2, we obtain the
two types of vertices based on their degrees and which are shown in the below
Table 3.

Table 3. Degree partition of Φ based on their degrees.

degΦ(u) Number of vertices

2 32n+ 8

3 24n− 6

Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[Φ] = 2(32n+ 8)2 + 3(24n− 6)2

M1[Φ] = 3776n2 − 160n+ 236.

the above proof method is also follows for F [Φ]. □

Theorem 2.4. Let Ψ be the line graph of semi-total point graph of polynomino

chains of 8-cycles, then

M1[Ψ] = 13024n2 − 320n+ 178,

F [Ψ] = 420224n3 − 49920n2 + 18672n− 62.

Proof. Let Ψ be a line graph of semi-total point graph of polynomino chains
of 8-cycles. Applying the line and semi-total point operations to Figure 2, we
obtain the four types of vertices based on their degrees and which are shown in
the below Table 4.
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Table 4. Degree partition of Ψ based on their degrees.

degΨ(u) Number of vertices

4 32n+ 4

6 36n− 2

8 8n

10 8n− 3

Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[Ψ] = 4(32n+ 4)2 + 6(36n− 2)2 + 8(8n)2 + 10(8n− 3)2

M1[Ψ] = 13024n2 − 320n+ 178.

the above proof method is also follows for F [Ψ]. □

Theorem 2.5. Let ג be the line graph of subdivision graph of graphene sheet

with n-rows and m-columns, then

M1[ג] = 32(m+ n+ 1)2 + 12(|E(ג(m,n))| − 2m− 2n− 2)2,

F [ג] = 128(m+ n+ 1)3 + 24(|E(ג(m,n))| − 2m− 2n− 2)3.

Proof. Let ג be a line graph of subdivision graph of graphene sheet with n-rows
and m-columns. Applying the line and subdivision operations to Figure 3, we
obtain the two types of vertices based on their degrees and which are shown in
the below Table 5.

Table 5. Degree partition of ג based on their degrees.

degג(u) Number of vertices

2 4m+ 4n+ 4

3 2|E(ג(m,n))| − 4m− 4n− 4

Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[ג] = 2(4m+ 4n+ 4)2 + 3(2|E(ג(m,n))| − 4m− 4n− 4)2

M1[ג] = 32(m+ n+ 1)2 + 12(|E(ג(m,n))| − 2m− 2n− 2)2.

the above proof method is also follows for F .[ג] □

Theorem 2.6. Let ℸ be the line graph of semi-total point graph of polynomino

chains of 8-cycles, then

M1[ℸ] = 64(m+ n+ 1)2 + 6(2|E(ℸ(m,n))| − 4m− 3n)2

+ 32(2m+ n− 2)2 + 10(|E(ℸ(m,n))| − 4m− 3n)2,

F [ℸ] = 256(m+ n+ 1)3 + 6(2|E(ℸ(m,n))| − 4m− 3n)3
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+ 64(2m+ n− 2)3 + 10(|E(ℸ(m,n))| − 4m− 3n)3.

Proof. Let ℸ be a line graph of semi-total point graph of graphene sheet with
n-rows and m-columns. Applying the line and semi-total point operations to
Figure 3, we obtain the four types of vertices based on their degrees and which
are shown in the below Table 6.

Table 6. Degree partition of ℸ based on their degrees.

degℸ(u) Number of vertices

4 4m+ 4n+ 4

6 2|E(ℸ(m,n))| − 4m− 3n

8 4m+ 2n− 4

10 |E(ℸ(m,n))| − 4m− 3n

Consider,

M1[G] = Σu∈V [G]deg
2
Gu

M1[ℸ] = 4(4m+ 4n+ 4)2 + 6(2|E(ℸ(m,n))| − 4m− 3n)2

+ 8(4m+ 2n− 4)2 + 10(|E(ℸ(m,n))| − 4m− 3n)2

M1[ℸ] = 64(m+ n+ 1)2 + 6(2|E(ℸ(m,n))| − 4m− 3n)2

+ 32(2m+ n− 2)2 + 10(|E(ℸ(m,n))| − 4m− 3n)2.

the above proof method is also follows for F [ℸ]. □

Conclusion: In this article, we have calculated the forgotten and first Zagreb
indices of line graph of subdivision and semi-total point graph of triangular
benzenoid, polynomino chains and graphene sheet. These results are useful to
study the QSPR and QSAR of above chemical molecules.
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Skill based education is the need of the hour. Students graduating from the educational institutions are in possession 

of qualifying certificates with less skills. The education system rather a classroom teaching practice in most of 
the educational institutions in India is to deliver the content available in the local books and making the students 

to learn. Many educational institutions follow the practice of giving a priority to theoretical knowledge than the 
practical knowledge with an objective to secure higher ranking to the institution. This is the same scenario in 
technical and other professional institutions too. A meritorious graduate may get an employment and sometimes 

not able to fare well in processional career due to lack of required skills in the domain. 

It is a fact that there is a drastic increase in literacy rate in India, but the recent reports saying 20% of the technical 

graduates in India only are employable. This implies that there is a lack of the necessary skills and a huge gap 
between the skills required by the industry and the person in possession. In a highly competitive world, employers 
look for the candidates who possess the required skills rather than the candidates having more degrees with higher 
grades. In this context, the educational institutions need to get connected with various industries and create the 
opportunities to the students to acquire practical knowledge at every stage of their education to strengthen necessary 
skills so as to grow well in a chosen area. Lot many new technologies are emerging across the world, and there is 
a need that a person inculcates the required skills to use these technologies for a successful life. If one is failed to 

acquire such skills to use the latest technologies will remain as a back bencher. 

There is a need to have a skill-based education system that helps the employers to easily absorb the suitable trained 
candidates. Hence, there is a need to bring up the students by educating them with more thrust or atleast equal 
weightage to practical knowledge than theoretical at every stage of their college level education. 

The S. B. Jain Institute of Technology, Management & Research, Nagpur (Maharashtra) has organized a 2day 
International Conference on Advancement in Science, Technology and Management 2023 (ICASTM- 2023) and 
created a platform to invite the authors to share advances in technologies and their applications. 

The editorial board of IJTE has shortlisted 51 papers of ICASTM- 2023 covering engineering, management and 
basic sciences to publish as September 2023 special issue. We believe that Vol. 46, September 2023 special issue 
of IJTE is interesting to the readers to enhance or update their knowledge.

New Delhi                  Editor

30th September 2023

Editorial
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A New Prospective to Undamped Force of Vibration System 

Problems using Some Integral Transforms

ABSTRACT

A new way of approaching to solve the physical system problems such as undamped force of vibration equation on 

a simple pendulum problem. In this paper we have revisited these problems by applying some integral transforms 

such as Ezaki transforms method (ETM) and Differential transforms method (DTM) demonstrating how effectively 
they are in the determination of the solutions.

KEYWORDS: Physical system, Ezaki transform, Differential transform, Simple pendulum.

INTRODUCTION

S
ince from last few decades the efforts have been 
made in the field of mathematics and physical 
sciences to apply some techniques to find the 

possible solutions for some physical system problems, 

further the development had made to analyse the 

such linear differential equations which we can apply 
in different areas of science and engineering. Some 
of the analysis was made and studied in the field of 
physical sciences and their applications. here some of 

the appropriate methods are adopted to get the different 
solutions such as Ezaki transform method (ETM) and 

Differential Transform method (DTM).These transform 
methods have been inspired towards researchers of 

physical and mathematical sciences and many research 

works have been taken places and research article were 

published in these fields.
Undamped force of vibrations

Whenever an external force is applied on a particular 

system continuously the vibration of that system 

never stop. This type of vibration also can be called as 

undamped force of vibration.

Examples: movement of laundry machine due to 

asymmetry, vibration of a moving transport due to its 

engine. movements of strings in guitar.

Consider undamped forced vibrations of spring given 

by the differential equation is.
Undamped force vibration of spring

Consider the undamped force vibrations of spring given 

by the differential equation is,

    (1)

In this paper we will consider our choice the forcing 

function as f(t) = (1-sint), m=1kg, k=1N/m, with initial 

values y(0) = y’(0) = 0 then equation (1) and it gives us,

    (2)

Basics definition
The Ezaki transform of the function f(t) for t > 0 , can 

be defined as

The Differential transform of a function f(t) is given by

Shilpa Kulkarni
Assistant Professor.
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Main results

Applying both sides Ezaki transform method (ETM)

Consider the equation (2) and applying both sides Ezaki 

Transform

Since y(0)=y’(0)=0. And applying both sides Ezaki 

inverse transform.

We get

  (4)

Now applying the Differential transform method (DTM) 
both the side for equation (2)

Let us consider the solution is of the form

   (6)

Substituting the different values of y we get

 (7)

Table 1 : The value different values of y( t ) using 
Differential transform method and Ezaki Transform 
method

t DTM ETM Absolute 

Error
0 0 0.5 0.5

0.1 0.1053380021 0.1252658210 -0.0203202079

0.2 0.2227494667 0.2585658212 -0.0358163545

0.3 0.3544605181 0.2853691211 0.0690911397

0.4 0.5029205333 0.4582025833 0.0447179512

0.5 0.6705658854 0.5268425123 0.1421407621

0.6 0.8613852012 0.8212550121 0.0792597101

0.7 1.0779861021 1.0526158412 0.0253702609

0.8 1.324663471 1.2512368401 0.0734266306

0.9 1.605969169 1.4581252584 0.1478433291

1 1.927083333 1.9202581223 0.00068525077

Figure 1: Comparisons for DTM, and ETM for different 
mesh points for undamped force of vibration problem
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Figure 2: Comparisons for DTM, and ETM for different 
mesh points with respect to absolute error for undamped 

force of vibration problem

Conclusion: The main basic motive of this work is 

to implement the given transformations to linear non 

homogeneous differential equations which are occurring 
in the field of engineering, applied sciences and other 
physical systems .The methods which are proposed 

here are two transformations they are ETM and DTM 

and comparative study has been shown graphically.
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The key attention of this paper is to explore the heat and mass transport in oscil-

latory hydromagnetic Titanium alloy water nanofluid flow within two vertical

alternatively non-conducting and conducting walls enclosing Darcy-Brinkman

porous medium. Motional induction is considered because it is sufficiently

strong in comparison to Ohmic dissipation. Hall phenomenon is considered

because the electromotive force induced due to revolving of fluid particle about

the magnetic field lines is significant. Suitable physical laws (constitutive and

field equations) are used to derive the equations leading the flow model. An

analytical approach is followed to extract the solutions of the flow model. The

quantities of physical interest such as wall shear stress (WSS), rate of heat trans-

port rate (RHT) and rate of mass transport rate (RMT) at the walls are obtained

from the extracted solutions. The physical insight into flow manners is discov-

ered from the graphs and tables generated from the numerical computation of

the solutions. It is important to note from the study that the volume concen-

tration of nanofluid and magnetic diffusion produce resistivity in the flow and

tends to slow down the fluid flow. Magnetic diffusion weakens the strength of

the primarily motional induced magnetic field.

1 INTRODUCTION

Magnetohydrodynamic (MHD) phenomena are used since its origination in various branches of science and engineering

such as astrophysics, geophysics, mechanical engineering, plasma aerodynamics, thermal science and biomedical sci-

ences due to numerous applications in these field. MHD phenomenon were firstly observed in the experiment of Faraday

[1]. He discovered that the motion of mercury in a glass tube under the influence of a transverse magnetic field, gen-

erates a voltage across the tube in a direction mutually perpendicular to the direction of the flow and exerted magnetic

field. This phenomenon is termed as a phenomenon of generator. He further noted that the motional induced current

interacts with the exerted magnetic field and produces a drag force, which significantly alters the motion of the fluid.

This phenomenon is named as a phenomenon of pump. At the beginning MHD, phenomena were used in development

of power generation devices, pumps, propulsion of ships and aircrafts, thermonuclear energy generation, etc. (Ferraro

and Plumpton [2]). Cowling [3] and Ferraro [4] started to explore implications of the hydromagnetic phenomena is

astrophysical problems such as the magnetic field of sunspot and rotation of sun. The classical work of Alfven [5] pub-

lished in Nature expresses that owing to presence of an imposed magnetic field to a conducting liquid there appears an

electromotive force which insist to generate an electric current. The interaction of the generated current and imposed
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magnetic field produces a mechanical force, which alters the state of liquid motion. Furthermore, the small disturbance

in the state of the liquid gives rise to electromagnetic waves called Alfven waves. Hartmann [6] experimentally explored

the hydromagnetic flow manner of conducting liquid between two parallel surfaces and stated that the appearance of

magnetic field flattens the velocity in the central part of the channel. The formation of a thin boundary layer took place in

the boundary region of the channel due to the appearance of the sufficiently strong magnetic field. Soon after, these

pioneer works engineers and scientists started to discover the basic features of hydromagnetic flows and their appli-

cations to power generation technology, nuclear engineering, plasma aerodynamics, MHD energy system and targeted

drugs delivery [7–11]. The study of hydromagnetic channel/duct flows is actively engaged by the research fraternity after

Hartmann [6] due to enormous applications in technological and biological problems like designing of cooling systems

with liquid metal, geothermal energy extraction, underground energy transport, blood flow problems, food preservation,

etc. Alpher [12] examined that the temperature distribution within the fluid flowing in a channel with infinitely con-

ducting walls due to internal heat source generated due to motion of conducting fluid in a constant imposed magnetic

field. The influence of wall conductance on the hydromagnetic channel flow without heat transfer aspect is explored by

Chang and Yen [13] while the wall conductance effect on the hydromagnetic channel flow with heat transfer is explained

in the article of Snyder [14]. The flow of electrically conducting fluid within a rectangular duct with a combination

of non-conducting, conducting and arbitrary conducting walls under an imposed magnetic field is examined by Hunt

[15]. Contrary to the flow stabilizing nature of the magnetic field he found that in some of the cases the appearance of

the magnetic field also destabilizes the flow of electrically conducting fluid in a duct. The unsteady flow behavior of

hydromagnetic flow in a duct is analytically scrutinized by Sloan [16]. He expressed that the motion induced current

significantly modify the motion of the fluid. Mazumdar [17], and Nagy and Demendy [18] considered the wall conduc-

tance effect on hydromagnetic flows and heat transfer in a rotating channel. These studies confer the dependency of

flow velocity, current density and temperature on the joint wall conductance of both walls and dependency of motional

generated magnetic field on the separate values of wall conductance constants. The oscillatory hydromagnetic channel

flow under different geometrical flow model is excellently discussed by Singh [19], Guria et al. [20], Ansari et al. [21],

Beg et al. [22] and Seth et al. [23]. Recently, Venkateswarlu [24] and Singh [25–27] with their collaboration group evalu-

ated the flow nature of oscillatory MHD flow of viscoelastic fluid in a channel. Falade et al. [28] examined the transient

MHD oscillatory flow in a vertical channel with porous walls and explored that on increasing the injection at the heated

wall, the wall shear stress enhances. Singh et al. [29] characterized the nature of nanofluid flowing within two verti-

cal alternatively magnetized surfaces. They expressed that the motional generated magnetic field gets increased with

the volumetric concentration of nanofluid due to the rise in electrical conductivity of the fluid. Dissipative effect is an

important phenomenon appearing in hydromagnetic fluid flows. A well-known fact is that the appearance of magnetic

field in hydromagnetic flows produce the drag force in the motion similar to the viscosity of the fluid as a result the

internal energy of flow system uprise in terms of the heat. This phenomenon is termed as Joule heating. The Joule heat-

ing term is ignored by many of the authors from the energy equation due to complexity in the mathematical modelling

and solution process. However, this phenomenon significantly affects the rate of heat transport and fluid temperature.

Yen [30] considered the viscous and Joule dissipation, and wall electrical conductance impacts to the fully developed

hydromagnetic laminar flow within a channel. The results of the study exhibit that the viscous dissipation dominates

the Joule heating in the case of the non-conducting walls. However, in the case of the infinitely electrically conduct-

ing walls, the influence of the Joule heating is more significant than the viscous dissipation. These facts provoked the

academics Seth and Singh [31], Singh et al. [32] and Singh and Kolasani [33] to explore the wall electrical conductivity

and energy dissipation effects to the hydromagnetic channel flows under the diverse geometrical flow formations. Some

noteworthy research works including the energy dissipative effects are owed to Gopal et al. [34], Atif et al. [35], Poddar

et al. [36] and Shah et al. [37]. The significance of motional induction and Hall current phenomena on hydromagnetic

flows are clearly visible when the fluid is highly electrically conducting and the strength of the imposed magnetic field

is sufficiently large. Kumar et al. [38, 39] and Singh et al. [40, 41] considered these facts in their problem. The hydromag-

netic flow through a porous medium is a subject of active research in the recent years due to its exhaustive applications

in geothermal power extraction from the earth’s interior, water circulation by ion-exchange beds, chemical reactor for

economic isolation or mixture purification, the penetration of drugs into human skin, etc. The basis for the characteri-

zation of the flow in a porous regime is its permeability and porosity. The permeability exerts the stabilizing force to the

flow in porous medium. Brinkman [42] presented a model to characterize fluid flow through a dense cluster of particles,

which is one of the popular models proposed to examine the manner of flow in a porous medium. Many scientists [43–48]
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F IGURE 1 Geometrical setup of the flow model.

explored the manner of hydromagnetic flows in porous medium by implementing the Darcy-Brinkmanmodel. Nanofluid

plays a vital role in development of nanoscience and nanotechnology. The thermal behavior of nanofluid makes it tech-

nologically more efficient in comparison to any other fluids. The dependency of thermal conductivity of the nanofluid

to the shape and size of nanoparticles and number of nanoparticles are experimentally proven by Choi and Eastman

[49] and Chon and Kihm [50]. This specific thermal nature motivated the research world to examine the flow nature of

nanofluid and to discover its applications in engineering and technology. Khan and Alqahtani [51] modeled the hydro-

dynamic convective nanofluid flow in a channel with permeable wall and expressed that suction causes the higher fluid

velocity intensity compared to the injection. Dutta et al. [52] considered the hydromagnetic free convection flow of Cu-

water nanofluids in a rhombic enclosure and scrutinized the heat transport and entropy generation. They explored that

the nature of Hartmann number is to weaken the rate of entropy generation. In the recent years, the mathematical model

for hydromagnetic nanofluid flows within different geometrical setup are developed and explored by many researchers,

namely, Mourad et al. [53], Askari et al. [54], Abd-Alla et al. [55], EL-Zahar [56] and Govindarajulu and Subramanyam

Reddy [57].

It is ascertained from the aforesaid meticulous literature review that not much literature considered the impacts

of motional generated magnetic field and Hall current simultaneously on oscillatory hydromagnetic nanofluid flows.

Therefore, the key attention in this paper is to explore the motional indication and Hall current effect to oscillatory

hydromagnetic Titanium alloy suspended water nanofluid flow within two vertical alternatively non-conducting and

conducting walls enclosing Darcy-Brinkman porous medium and its heat and mass transport nature. An analytical

approach called separation of variables is used for extraction the solution from the flow model. It is important to note

from the study that the volume concentration of nanofluid and magnetic diffusion produce resistivity in the flow and

tends to slow down the fluid flow. Magnetic diffusion weakens the strength of the primarily motional induced magnetic

field.

2 FORMULATION OF THE FLOWMODEL

2.1 Flow description and geometrical setup

The flow problem considers the oscillatory hydromagnetic flow of Titanium alloy suspended water nanofluid within two

vertical walls enclosing the Darcy-Brinkman porous medium. The vertical walls are placed symmetrically on either side

parallel to �1�2−plane of the cartesian coordinate system. The left vertical wall is stationary and non-conducting, and
its temperature and concentration are kept fixed while right wall is oscillatory and conducting, and its temperature and

concertation are fluctuating with the same frequency as that of oscillations (please see the geometrical setup of the flow

model, Figure 1).
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2.2 Flow assumptions

A tractable mathematical model is derived by imposing the below mentioned flow assumptions:

A. The Titaniumalloy suspendedwater is a dilute suspension and keeping the property of incompressible, and electrically

and thermally conducting fluid.

B. The flow medium is supposed to be Darcy-Brinkman porous type and the effective viscosity of the flow medium and

nanofluid is same. The equation representing the flow through such medium is expressed as

∇� = ���	∇
2�⃗ −

��	
��

�⃗, (1)

where � is effective viscosity term and considered � = 1.
C. The electromotive force induced due to collision and revolving of charged fluid particles about the lines of exerted

magnetic field ℎ0 is significant (Cowling [58]). Hence, the Hall effect is considered. The mathematical representation
of the Ohm’s law with Hall current is as follows:

�⃗ = ��	
(
�⃗ + ��(�⃗ × ℎ⃗)

)
−
��
ℎ0

(
�⃗ × ℎ⃗

)
. (2)

D. The fluid is supposed to be highly conducting and hence the motional induction is sufficiently strong in comparison

to Ohmic dissipation. Thus, the effect of motional induced magnetic field is also considered. The differential equation

representing the motional induced magnetic field without Hall current is

�ℎ⃗
��

= ∇ ×
(
�⃗ × ℎ⃗

)
+

1
��	��

∇2ℎ⃗, (3)

E. For the unidirectional flow within infinitely extended vertical walls, the flow velocity and motional induced magnetic

are considered to be �⃗ ≡ (�1(�3), �2(�3), 0) and ℎ⃗ ≡ (ℎ1(�3), ℎ2(�3), ℎ0) to uphold the continuity equations ��� �⃗ =
0 and ��� ℎ⃗ = 0.

F. The uniform revolution of flow system about �3-axis with an angular velocity Ω⃗ gives rise to a flow altering force

−2Ω⃗ × �⃗ named as Coriolis force.
G. The appearance of gravitational force in the flow-field gives rise to the buoyancy forces which significantly

affect the flow manner. The buoyancy forces are determined under the Boussinesq approximation and given

by

	⃗� = ��	 �⃗
[
��	(� − ��) + �

∗
�	
(� − ��)

]
(4)

2.3 The equations governing the flow

On imposing the above-mentioned flow assumptions and suitable constitutive equations connecting electromag-

netic fields, the field equations such as the equation of linear momentum, the equation of motional induced

magnetic field, the equation of energy and the equation of mass diffusion in the vector form are expressed

as

 �⃗
 �

= −
1
��	

∇� + !�	

(
∇2�⃗ −

�⃗
��

)
+
��
��	

(ℎ⃗.∇)ℎ⃗ + 2�⃗ × Ω⃗ + ��	�⃗
[
��	(� − ��) + �

∗
�	
(� − ��)

]
, (5)

�ℎ⃗
��

= ∇ × (�⃗ × ℎ⃗) +
1

��	��
∇2ℎ⃗ −

��
ℎ0

∇ × [(ℎ⃗ ⋅ ∇) ℎ⃗], (6)
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(�#�)�	
 �
 �

= ��	∇
2� − $(� − ��), (7)

 �

 �
=  �	∇

2� − #%(� − ��), (8)

where
 

 �
≡

�

��
+ (� ⋅ ∇).

Resolving the vector Equations (5) to (8) along the coordinate axes by employing the flow assumption (E), these are

expressed as

��	
��1
��

= −
��

��1
+ �� 	

(
�2�1
��23

−
�1
��

)
+
ℎ0
��

�ℎ1
��3

+ 2��	Ω�2 + ��	�
[
��	(� − ��) + �

∗
�	
(� − ��)

]
, (9)

��	
��2
��

= �� 	

(
�2�2
��23

−
�2
��

)
+
ℎ0
��

�ℎ2
��3

− 2��	Ω�1, (10)

�ℎ1
��

= ℎ0
��1
��3

+
1

�� 	��

(
�2ℎ1
��23

+��
�2ℎ2
��23

)
, (11)

�ℎ2
��

= ℎ0
��2
��3

+
1

�� 	��

(
�2ℎ2
��23

−��
�2ℎ1
��23

)
, (12)

(
�#�
)
�	

��
��

= ��	
�2�

��23
− $(� − ��), (13)

��

��
=  �	

�2�

��23
− #%(� − ��). (14)

Under the above-described flow assumptions, the boundary conditions (BCs) designated at the contact walls of the

symmetric channel are

�1 = �2 = 0, ℎ1 = ℎ2 = 0, � = ��, � = �� at �3 = −�0∕2;

�1 = �0(1 + ' cos(��)), �2 = 0,
�ℎ1
��3

=
�ℎ2
��3

= 0,

� = �% + (�% − ��) cos(��), � = �% + (�% − ��) cos(��) at �3 = �0∕2.

⎫
⎪⎪⎬⎪⎪⎭

(15)

A simplified flow model can be constructed by writing Equations (9) to (12) into compact form. Writing Equations (9),

(10) and (11), (12) into compact form, yield

��	
��
��

= −
��

��1
+ �� 	

(
�2�

��23
−
�
��

)
+
ℎ0
��

�ℎ
��3

− 2���	Ω� + ��	�
[
��	(� − ��) + �

∗
�	
(� − ��)

]
, (16)

�ℎ
��

= ℎ0
��
��3

+
(1 − ���)
�� 	��

�2ℎ

��23
. (17)

The designated boundary conditions (BCs) for velocity and motional generated magnetic field at contact walls of the

symmetric channel in the compacted form are

� = 0, ℎ = 0, at �3 = −�0∕2;

� = �0(1 + ' cos(��)),
�ℎ
��3

= 0, at �3 = �0∕2;

⎫
⎪⎬⎪⎭

(18)

where � = �1 + ��2 and ℎ = ℎ1 + �ℎ2.
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A similar dimensionless simplified flowmodel can be constructed from the above modeled equations by employing the

following thermophysical characteristics of the nanofluid and dimensionless transformation rules

*1 =
��	
�	

=
1

(1 − -)
2.5
, *2 =

��	
�	

= (1 − -) + -
�/
�	
, *3 =

(��)�	

(��)	
= (1 − -) + -

(��)/
(��)	

,

*4 =
(��∗)�	

(��∗)	
= (1 − -) + -

(��∗)/
(��∗)	

, *5 =
��	
�	

=

(
1 −

3
(
1 − (�/∕�	)

)
-(

2 + (�/∕�	)
)
+
(
1 − (�/∕�	)

)
-

)
,

*6 =

(
�#�
)
�	(

�#�
)
	

= (1 − -) + -

(
�#�
)
/(

�#�
)
	

, *7 =
��	
�	

=
1 + (2�	∕�/) + 2-

(
1 − (�	∕�/)

)

1 + (2�	∕�/) − -
(
1 − (�	∕�/)

) ,

*8 =
 �	
 	

= (1 − -) , �1 =
1
*5
, �2 =

*6
*7
, �3 =

1
*7
, �4 =

1
*8
, 91 =

�1
�0
, 9 =

�3
�0
, : =

�
�0
,

< = Ω�, 	 = �∕Ω, � =
(Ω∕!	)

1∕2
ℎ

�	���0ℎ0
, > =

�

�	Ω�0�0
, Θ =

(� − ��)

(�% − ��)
, Φ =

(� − ��)

(�% − ��)
.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(19)

Implementing of the Equations (19) to the consequential flow model Equations (16), (17), (13) and (14), we attain

*2
�:
�<

= −
�>
�91

+ A�*1

(
�2:

�92
−
:
B�

)
+ 2*2CA�

1∕2 ��
�9

− 2� *2 : + A� (*3DΘΘ + *4DΦΦ) , (20)

>C
��
�<

= A�1∕2
�:
�9

+ A��1(1 − ���)
�2�

�92
, (21)

Pr �2
A�

�Θ
�<

=
�2Θ

�92
−E2�3Θ, (22)

F��4
A�

�Φ
�<

=
�2Φ

�92
−�� �4Φ, (23)

where the symbols A�, *C, B�, DΘ, DΦ, >C, Pr, E
2, F� and ��, are, respectively stands for the Ekman number,

magnetic interaction constant, permeability constant, thermalGrashof number, solutal Grashof number,magnetic Prandtl

number, Prandtl number, heat source (absorption/radiation) constant, Schmidt number and first order chemical reaction

constant, and these expressed in mathematical forms as

A� =
!	

Ω�20
, *C =

(
�	

2�	 Ω

)1∕2
ℎ0, B� =

��

�20
, DΘ =

� �	 �
2
0(�% − ��)

!	�0
,

DΦ =
� �∗

	
�20(�% − ��)

!	�0
, >C =

!	
!C

, Pr =
!	(� #�)	

�	
, E2G =

$ �20
�	

, F� =
!	
 	
, �� =

#% �20
 	

.

⎫
⎪⎪⎬⎪⎪⎭

(24)

Use of the dimensionless transformation rules (19) convert the designated boundary conditions (BCs) at contact walls

of the symmetric channel to the form given below

: = � = Θ = Φ = 0, at 9 = −1∕2;

: = Θ = Φ = 1 + ' cos(f<),
��
�9

= 0, at 9 = 1∕2.

⎫
⎪⎬⎪⎭

(25)
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3 SOLUTION OF THE FLOWMODEL

An analytical approach is followed out to extract the solutions of the resulting non-dimensional flow model (20)-(23)

along with the BC’s (25). To achieve this important goal, the pressure drop is assumed to be constant and expressed

as

�>
�9

= >0
(
1 +

'
2

(
�� 	< + �−� 	 <

))
, (26)

where >0 is a constant.
The solutions of the flow velocity, motional generated magnetic field, fluid temperature and fluid concentration are

assumed to be of the following form due to oscillatory nature of the flow

:(9, <) = :/0(9) +
'
2

(
:/1(9)�

� 	 < + :/2(9)�
−� 	 <

)
, (27)

�(9, <) = �/0(9) +
'
2

(
�/1(9)�

� 	 < +�/2(9)�
−� 	 <

)
, (28)

Θ(9, <) = Θ/0(9) +
'
2

(
Θ/1(9)�

� 	< + Θ/2(9)�
−� 	 <

)
, (29)

Φ(9, <) = Φ/0(9) +
'
2

(
Φ/1(9)�

� 	< + Φ/2(9)�
−� 	 <

)
. (30)

Employing the pressure drop (26) and assumed solutions (27) and (30) to the resulting non-dimensional flow model

(20)-(23), these yield the following system of the equations

A�*1:
′′
/0 −

(
A�*1
B�

+ 2�*2

)
:/0 + 2*

2
CA�

1∕2�′/0 = −>0 − A�(DΘ*3Θ/0 − DΦ*4Φ/0), (31)

A�*1:
′′
/1 −

(
A�*1
B�

+ �(	 + 2) *2

)
:/1 + 2*

2
CA�

1∕2�′/1 = −>0 − A�(DΘ*3Θ/1 − DΦ*4Φ/1), (32)

A�*1:
′′
/2 −

(
A�*1
B�

− �(	 − 2) *2

)
:/2 + 2*

2
CA�

1∕2�′/2 = −>0 − A�(DΘ*3Θ/2 − DΦ*4Φ/2), (33)

A��1(1 − ���)�
′′
/0 + A�

1∕2:′/0 = 0, (34)

A��1(1 − ���)�
′′
/1 − � 	 >C�/1 + A�

1∕2:′/1 = 0, (35)

A��1(1 − ���)�
′′
/2 + � 	 >C�/2 + A�

1∕2:′/2 = 0, (36)

Θ′′/0 −E
2�3Θ/0 = 0, (37)

A�Θ′′/1 − (E
2�3A� + � 	 Pr �2) Θ/1 = 0, (38)

A�Θ′′/2 − (E
2�3A� − � 	 Pr �2) Θ/2 = 0, (39)

Φ′′/0 −���4 Φ/0 = 0, (40)

A�Φ′′/1 − (A��� + � 	F�) �4Φ/1 = 0, (41)

A�Φ′′/2 − (A��� − � 	F�)�4Φ/2 = 0, (42)
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8 of 20 SINGH et al.

The assumed solutions satisfy the following BCs

:/0 = :/1 = :/2 = 0, �/0 = �/1 = �/2 = 0, at 9 = −1∕2;

Θ/0 = Θ/1 = Θ/2 = 0, Φ/0 = Φ/1 = Φ/2 = 0,

:/0 = :/1 = :/2 = 1,
��/0
�9

=
��/1
�9

=
��/2
�9

= 0,

Θ/0 = Θ/1 = Θ/2 = 1, Φ/0 = Φ/1 = Φ/2 = 1, at 9 = 1∕2.

⎫
⎪⎪⎪⎬⎪⎪⎪⎭

(43)

The system of the Equations (31) to (42) are solved accordance to the BCs (43) and the solution system are presented in

condensed form as

:/0 =
sinh

(
I0
(
9 +

1

2

))

sinh(I0)
+

DΘ�6

(J20 − I
2
0)

⎧
⎪⎨⎪⎩

sinh
(
I0
(
9 +

1

2

))

sinh(I0)
−
sinh

(
J0
(
9 +

1

2

))

sinh(J0)

⎫
⎪⎬⎪⎭

+
DΦ�7

(K20 − I
2
0)

⎧⎪⎨⎪⎩

sinh
(
I0
(
9 +

1

2

))

sinh(I0)
−
sinh

(
K0
(
9 +

1

2

))

sinh(K0)

⎫⎪⎬⎪⎭
+ B01

⎛⎜⎜⎜⎝
1 −

cosh(I09)

cosh
(
I0

2

)
⎞⎟⎟⎟⎠
, (44)

:/� =
sinh

(
I�1
(
9 +

1

2

))

sinh(I�1)
+ B�1

⎧
⎪⎨⎪⎩
cosh (I�29) −

cosh(I�19) cosh
(
I�2

2

)

cosh
(
I�1

2

)
⎫
⎪⎬⎪⎭

+B�2

⎧
⎪⎨⎪⎩
sinh(I�29) −

sinh(I�19) sinh
(
I�2

2

)

sinh
(
I�1

2

)
⎫
⎪⎬⎪⎭
+
9�3>0
A 9�2

⎧
⎪⎨⎪⎩
1 −

cosh(I�19)

cosh
(
I�1

2

)
⎫
⎪⎬⎪⎭

+
DΘ(J

2
� �6 − 9�3*3)

(J4� − 9�1J
2
� + 9�2)

⎧⎪⎨⎪⎩

sinh
(
I�1
(
9 +

1

2

))

sinh(I�1)
−
sinh

(
J�
(
9 +

1

2

))

sinh(J�)

⎫⎪⎬⎪⎭

+
DΦ(K

2
� �7 − 9�3*4)

(K4� − 9�1K
2
� + 9�2)

⎧
⎪⎨⎪⎩

sinh
(
I�1
(
9 +

1

2

))

sinh(I�1)
−
sinh

(
K�
(
9 +

1

2

))

sinh(K�)

⎫
⎪⎬⎪⎭
, � = 1, 2 (45)

�/0 =
1

2*2CA�1∕2

⎡⎢⎢⎢⎣
(B01A2 − >0) 9 + B02 + A3

⎧⎪⎨⎪⎩

cosh
(
I0
(
9 +

1

2

))

I0 sinh(I0)
−
B01 sinh(I09)

I0 cosh
(
I0

2

)

+
DΘ�6

(J20 − I
2
0)

⎛
⎜⎜⎜⎝

cosh
(
I0
(
9 +

1

2

))

I0 sinh(I0)
−
cosh

(
J0
(
9 +

1

2

))

J0 sinh(J0)

⎞
⎟⎟⎟⎠

+
DΦ�7

(K20 − I
2
0)

⎛
⎜⎜⎜⎝

cosh
(
I0
(
9 +

1

2

))

I0 sinh(I0)
−
cosh

(
K0
(
9 +

1

2

))

K0 sinh(K0)

⎞
⎟⎟⎟⎠

⎫
⎪⎬⎪⎭

⎤
⎥⎥⎥⎦
, (46)
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�/� = ±
1

2*2CA�1∕2

⎡
⎢⎢⎢⎣

L�1 cosh
(
I�1
(
9 +

1

2

))

sinh(I�1)
+ B�1

⎧
⎪⎨⎪⎩
L�2 sinh(I�29) −

L�1 cosh
(
I�2

2

)
sinh(I�19)

cosh
(
I�1

2

)
⎫
⎪⎬⎪⎭

+B�1

⎧
⎪⎨⎪⎩
L�2 cosh(I�29) −

L�1 sinh
(
I�2

2

)
cosh(I�19)

sinh
(
I�1

2

)
⎫
⎪⎬⎪⎭
−
9�3>0
A� 9�2

L�1 sinh(I�19)

cosh
(
I�1

2

)

+
DΘ(J

2
� �6 − 9�3*3)

(J4� − 9�2J
2
� + 9�2)

⎧⎪⎨⎪⎩

L�1 cosh
(
I�1
(
9 +

1

2

))

sinh(I�1)
−
>�1 cosh

(
J�
(
9 +

1

2

))

sinh(J�)

⎫⎪⎬⎪⎭

+
DΦ(K

2
� �7 − 9�3*4)

(K4� − 9�2K
2
� + 9�2)

⎧
⎪⎨⎪⎩

L�1 cosh
(
I�1
(
9 +

1

2

))

sinh(I�1)
−
M�1 cosh

(
K�
(
9 +

1

2

))

sinh(K�)

⎫
⎪⎬⎪⎭

⎤
⎥⎥⎥⎦
, � = 1, 2. (47)

Θ/� =
sinh

(
J�
(
9 +

1

2

))

sinh(J�)
, � = 0, 1, 2 (48)

Φ/� =
sinh

(
K�
(
9 +

1

2

))

sinh(K�)
, � = 0, 1, 2 (49)

In the Equation (47) the +ive sign appear when � = 1 and -ive sign will arrive when � = 2. The constants present in the
solutions (44) to (49) are given in the Appendix. The flow velocity, motional generated magnetic field, temperature field

and concentration field are finally attained on employing the solutions (44) to (49) to the assumed solutions (27) to (30).

3.1 The quantities of physical interest

The wall shear stress (WSS) at the left and right walls are derived with the assistance of Equations (27), (44) and (45),

which are as follows

�N� = �N��1 + ��N��2 = −

{
:′/0

(
−
1
2

)
+
'
2

(
:′/1

(
−
1
2

)
�� 	< + :′/2

(
−
1
2

)
�−� 	<

)}
, (50)

�N% = �N%�1 + ��N%�2 = −

{
:′/0

(
1
2

)
+
'
2

(
:′/1

(
1
2

)
�� 	< + :′/2

(
1
2

)
�−� 	<

)}
. (51)

The rate of heat transport (RHT) at the left and right walls are derived with the assistance of Equations (29) and (48),

which are as follows

EO� = −

{
J0

sinh(J0)
+
'
2

(
J1

sinh(J1)
�� 	< +

J2
sinh(J2)

�−� 	<
)}

, (52)

EO% = −

{
J0 cosh(J0)

sinh(J0)
+
'
2

(
J1 cosh(J1)

sinh(J1)
�� 	< +

J2 cosh(J2)

sinh(J2)
�−� 	<

)}
. (53)

The rate of mass transport (RMT) at the left and right walls are derived with the assistance of Equations (29) and (48),

which are as follows

Fℎ� = −

{
K0

sinh(K0)
+
'
2

(
K1

sinh(K1)
�� 	< +

K2
sinh(K2)

�−� 	<
)}

, (54)
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F IGURE 2 Nature of flow velocity, motional generated magnetic field, temperature field and concentration field for -.

TABLE 1 Thermophysical constants values for Titanium alloy suspended water nanofluid (Ti6Al4V-H2O) (Singh and Kolasani [33]).

Q × RS−T(R∕U) V(WX∕YZ) \(^∕Y) _`(b∕WXU) W(g∕YU)

Ti6Al4V 5.8 4420 5.8 × 105 0.56 7.2

H2O 21 997.1 0.005 4179 0.613

Fℎ% = −

{
K0 cosh(K0)

sinh(K0)
+
'
2

(
K1 cosh(K1)

sinh(K1)
�� 	< +

K2 cosh(K2)

sinh(K2)
�−� 	<

)}
. (55)

4 RESULTS AND DISCUSSION

The nature of flow velocity, motional generated magnetic field, temperature field and concentration field are inspected

with the support of graphs (Figures 2–7). Further the quantities of physical interest such as wall shear stress (WSS), rate

of heat transport (RHT) and rate of mass transport (RMT) are also computed for the significant flow parameters and these

are expressed in the form of tables (Tables 2 and 3). The graphs and tabular values are generated with the computation of

the analytical solutions extracted in the previous section. During the execution of the computational work, the parameter

values are taken to be constant as - = 0.02, �� = 0.25, >C = 0.7, A� = 0.5, *2C = 5, 	 = 2, DΘ = 4, DΦ = 5, Pr = 0.71,
E2 = 2, F� = 0.78,�� = 0.2, >0 = 1, ' = 1 and 	< = j∕2. If a different parameter value is taken during the computation,
it is specifically mentioned in the graphs and tables. In Table 1, the thermophysical constants values for Titanium alloy

suspended water nanofluid (Ti6Al4V-H2O) are exhibited.

 1
5
2
1
4
0
0
1
, 0

, D
o
w

n
lo

ad
ed

 fro
m

 h
ttp

s://o
n
lin

elib
rary

.w
iley

.co
m

/d
o
i/1

0
.1

0
0
2
/zam

m
.2

0
2
3
0
0
2
1
6
 b

y
 K

in
g
 F

ah
d

 U
n
iv

ersity
 O

f P
etro

leu
m

 A
n

d
 M

in
erals, W

iley
 O

n
lin

e L
ib

rary
 o

n
 [0

9
/0

7
/2

0
2

3
]. S

ee th
e T

erm
s an

d
 C

o
n

d
itio

n
s (h

ttp
s://o

n
lin

elib
rary

.w
iley

.co
m

/term
s-an

d
-co

n
d

itio
n

s) o
n

 W
iley

 O
n

lin
e L

ib
rary

 fo
r ru

les o
f u

se; O
A

 articles are g
o

v
ern

ed
 b

y
 th

e ap
p
licab

le C
reativ

e C
o

m
m

o
n

s L
icen

se



SINGH et al. 11 of 20

F IGURE 3 Nature of flow velocity and motional generated magnetic field for��.

F IGURE 4 Nature of flow velocity and motional generated magnetic field for >C.

4.1 Nature of flow velocity, motional generated magnetic field, temperature field and
concentration field

Figures 2–7 explores the nature of flow velocity, motional generated magnetic field, temperature field and concentration

field for significant parameters. The nature of flow velocity, motional generatedmagnetic field, temperature field and con-

centration field for volume concentration of nanofluid are presented in Figure 2. The volume concentration of nanofluid

produces resistivity in the flow and tends to slowdown the fluid flow. Further it enhances themotional generatedmagnetic

field in the principal direction of the fluid flow and lowers the fluid temperature and concentration. Figure 3 confirms

the nature of flow velocity and motional generated magnetic field for Hall current. Hall current stabilizes the main flow
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F IGURE 7 Nature of flow velocity, motional generated magnetic field, temperature field and concentration field for 	.

as its direction is normal to main flow and implemented magnetic field. It tends to fasten the secondary flow because it

arises due revolving of charged fluid particles about the lines of implementedmagnetic field. The nature of secondary flow

near the surface 9 = −1∕2 is opposite because the surface 9 = −1∕2 is kept fixed while the surface 9 = 1∕2 is oscillat-
ing. Hall current significantly alter the nature of motional magnetic field. It lead to a significant growth in the secondary

motional generated magnetic field while it brings drop in the principal motional generated magnetic field. The nature of

flow velocity and motional generated magnetic field for magnetic Prandtl number are explored in the Figure 4. Magnetic

Prandtl number has an inverse relation with magnetic viscosity (magnetic diffusivity) and has direct relation with the

conductivity of the fluid. On enhancing magnetic diffusivity, magnetic Prandtl number diminishes while it grows with

the conductivity of the fluid. As Figure 4 explores the magnetic Prandtl number boost the flow velocity, it indicates that

magnetic diffusion brings rigidness in the flow and lessens the flow velocity. Further, magnetic diffusion weakens the

strength of the primarily motional induced magnetic field. Figure 5 characterizes the nature of flow velocity, motional

generated magnetic field, temperature field and concentration field for Ekman number, which is reciprocal of rotation

parameter. It can be easily noted that the Ekman number lessens the flow velocity, that is, the revolving of the flow system

tends to improve the flow velocity by inducing a gyratory force called Coriolis force in a direction which is normal to the

primary flow. Revolving of the flow system further improves the secondarily motional generated magnetic and primarily

motional generated magnetic field in the left half region near the surface 9 = −1∕2. The temperature and concentration
are also get improvise by the rotation of the system. The magnetic interaction effect on the nature of flow velocity and

motional generated magnetic field are demonstrated in the Figure 6. In general, the interaction of the magnetic field to

the moving conducting fluid tends to control the flow by generating a drag force called Lorentz force. In this problem, we

can see the same nature of the magnetic interaction parameter on the flow velocity except for the main flow in a narrow

region near the surface 9 = −1∕2. This may be due to alternative non-conducting and coducting walls of the channel.
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TABLE 2 Nature of wall shear stress (WSS) in the directions of principal and secondary flows at the surfaces 9 = −1∕2 and 9 = 1∕2 of

the symmetric channel.

k mq uY vW wxY y −z{|}R −z{|}x z{~}R -z{~}x
0.02 0.25 0.7 0.5 5 2 7.7980 0.1813 1.3563 0.9762

0.01 0.25 0.7 0.5 5 2 7.7787 0.1779 1.4026 0.9788

0.05 0.25 0.7 0.5 5 2 7.8436 0.1863 1.2195 0.9643

0.02 0.15 0.7 0.5 5 2 7.9491 −0.0983 1.3860 0.9072

0.02 0.35 0.7 0.5 5 2 7.6082 0.4317 1.3348 1.0444

0.02 0.25 0.5 0.5 5 2 7.3891 0.1730 1.2762 0.9635

0.02 0.25 0.9 0.5 5 2 8.0797 0.1065 1.3978 1.0054

0.02 0.25 0.7 0.75 5 2 5.9901 0.1500 0.9638 0.6498

0.02 0.25 0.7 1 5 2 4.9891 0.1242 0.7030 0.4791

0.02 0.25 0.7 0.5 3 2 6.9619 −0.4285 1.7659 1.2467

0.02 0.25 0.7 0.5 7 2 8.4994 0.5737 1.0731 0.8152

0.02 0.25 0.7 0.5 5 1 6.5143 0.0625 0.5665 0.9552

0.02 0.25 0.7 0.5 5 3 8.9624 0.0599 2.1091 1.0414

TABLE 3 Nature of the rate of heat transport (RHT) and rate of mass transport (RMT) at the surfaces 9 = −1∕2 and 9 = 1∕2 of the

symmetric channel.

k vW y −��| −��~ −^�| −^�~

0.02 0.5 2 1.0076 0.8919 1.1040 0.7858

0.01 0.5 2 1.0123 0.8775 1.1051 0.7836

0.05 0.5 2 0.9934 0.9344 1.1007 0.7926

0.02 0.75 2 0.9218 1.1182 1.0590 0.8784

0.02 1 2 0.8748 1.2370 1.0363 0.9249

0.02 0.5 1 0.8748 1.2370 1.0363 0.9249

0.02 0.5 3 1.1150 0.5774 1.1698 0.6487

Furthermore the magnetic interaction expresses a diminishing trend on the motional induced magnetic field. The nature

of flow velocity, motional generated magnetic field, temperature field and concentration field for oscillation frequency

are explored in Figure 7. The fluid moves faster on incrementing the oscillation frequency of the right surface 9 = 1∕2.
The motional generated magnetic field get enhanced in the left region of the channel while it weaken in the right region

near the surface 9 = 1∕2 on elevating the oscillation frequency. The temperature and concentration are uplifted by the
oscillation of the right surface 9 = 1∕2.

4.2 Nature of the quantities of physical interests such as wall shear stress (WSS), rate of
heat transport (RHT) and rate of mass transport (RMT)

The nature of WSS, RHT and RMT at the surfaces 9 = −1∕2 and 9 = 1∕2 of the symmetric channel are explored for
significant parameters and presented in the form of the tabular values in Tables 2 and 3. Table 2 explores the WSS values

in the directions of principal and secondary flows at the surfaces 9 = −1∕2 and 9 = 1∕2. The tabular values of WSS

for volume concentration of nanofluid express that enhancing values of volume concentration of nanofluid employ more

WSS at the surface 9 = −1∕2 . This behavior is opposite at the wall surface 9 = 1∕2 . The tabular values of WSS for Hall

current show that Hall current lead to reduce the WSS at the surfaces 9 = −1∕2 and 9 = 1∕2 along the principal flow.
Along the secondary flow, the WSS value at the surface 9 = 1∕2 get ehance with Hall current. It can be noticed from
the tabular values of WSS for magnetic Prandtl number that magnetic Prandtl number lead to upsurge the WSS at the

surfaces 9 = −1∕2 and 9 = 1∕2 and hence the electrical conductivity of the nanofluid. We can further conclude the
magnetic diffusivity (magnetic viscosity) uphold the diminishing nature to the WSS at the surfaces 9 = −1∕2 and 9 =
1∕2. The tabular values of WSS for Ekman number explores that Ekman number lessens the WSS at the surfaces 9 =
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−1∕2 and 9 = 1∕2. Since it is reciprocal of rotation parameter, thus we can state that the revolving of the system incraese

the WSS at the surfaces 9 = −1∕2 and 9 = 1∕2. The tabular values of WSS for magnetic intercation parameter apprises

that the WSS value at the surface 9 = −1∕2 along the main flow rise up with the magetic field strength while the WSS

at the surface 9 = 1∕2 goes down with the magetic field strength. The tabular values of WSS for oscillation frequency

expressses that oscillation frequency caused to rise the WSS at the surfaces 9 = −1∕2 and 9 = 1∕2. The RHT and RMT
values at the surfaces 9 = −1∕2 and 9 = 1∕2 are presented in the Table 2. The tabular values of RHT and RMT for

volume concentration of nanofluid exhibits that the volume concentration of nanofluid lessens RHT and RMT at the

surface 9 = −1∕2 while it grows the RHT and RMT at the surface 9 = 1∕2. The tabular values of RHT and RMT for

Ekman number and oscillation frequency discovers that revoving of the flow system and oscillation frequency have a

tendency to boost the RHT and RMT at the surface9 = −1∕2while these have a converse nature on RHT and RMT at the
surface 9 = 1∕2.

5 CONCLUSION

In this study, the heat and mass transport in oscillatory hydromagnetic Titanium alloy suspended water nanofluid flow

within two vertical alternatively non-conducting and conducting walls enclosing Darcy-Brinkman porous medium is

examined. The motional induction effect and Hall phenomenon are also explored. The flow nature is systematically

examined through the numerical computation of the extracted analytical solution solutions. The results derived from

this research investigation is supportive in studying the heat and mass transport nature of nanofluids and consequences

of motional induction, Hall current, revolving of the flow system and oscillations on these. The explored results may find

significant chemical and thermal engineering applications. The noteworthy features of the flow are highlighted below:

∙ The volume concentration of nanofluid produces resistivity in the flow and tends to slow down the fluid flow. It

enhances the motional generated magnetic field in the principal direction of the fluid flow and lowers the fluid

temperature and concentration.
∙ Hall current stabilizes the main flow as its direction is normal to main flow and implemented magnetic field. It signifi-

cantly grows the secondary motional generated magnetic field while it brings drop in the principal motional generated

magnetic field.
∙ Magnetic diffusion brings rigidness in the flow and lessens the flow velocity. It weakens the strength of the primarily

motional induced magnetic field.
∙ Revolving flow system tends to improve the flow velocity by inducing a gyratory force along secondary flow. Further it

improves the secondarily motional generated magnetic.

NOMENCLATURE

#� specific heat at constant pressure

#% constant of first order chemical reaction

 chemical molecular diffusivity

�⃗ electric field vector

�⃗ gravitational field vector

ℎ⃗ magnetic field vector

�� Hall current parameter

ℎ0 applied magnetic field strength

(ℎ1, ℎ2) motional generated magnetic field components along �1 and �2-axes
�⃗ current density vector

� thermal conductivity

�� permeability of the Darcy-Brinkman porous medium

� frequency of oscillations

EO rate of heat transport

� pressure

>0 a constant
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$ heat source constant

Fℎ rate of mass transport

�⃗ velocity field vector

�0 a constant fluid velocity

(�1, �2) velocity components along �1 and �2-axes
(�1, �2, �3) Cartesian coordinates

�0 channel width

Gre ek s ymbo l s

� thermal expansion coefficient

�∗ chemical molecular expansion coefficient

' a constant

- coefficient of volumetric concentration

� dynamic viscosity

�� magnetic permeability

! coefficient of viscosity

!C coefficient of magnetic viscosity

Ω⃗ angular velocity of gyration about �3-axis
� concentration of species in the fluid

� fluid density

� electrical conductivity

� temperature of the fluid

� time

�N wall shear stress

(�N�1 , �N�2) wall shear stress along �1 and �2-directions

Sub s c r i p t s

	 quantities for base fluid

� quantities at the left wall of the channel

�	 quantities for nanofluid

/ quantities for suspended nano particles

% quantities at the upper wall of the channel
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Abstract: 

Modern businesses can't function without good corporate governance, which establishes ground rules for interactions 
among shareholders, managers, and executives. The capacity of a corporation to attract investment and capital is examined 
in light of the large body of research on corporate governance practises. Corporate governance procedures that work have 
been shown time and time again to increase a company's chances of attracting investment and financing. Investor trust is 
bolstered by a company's commitment to good governance practises including openness, accountability, and ethics. 
Companies with these characteristics tend to have better financial results, a lower cost of capital, and higher market 
values. Further bolstering the connection between governance and investment attractiveness is the fact that institutional 
investors, who play a crucial role in capital markets, are attracted to enterprises with solid governance. In addition to the 
monetary gains, a firm may reap other advantages from good corporate governance, such as lower agency costs and more 
resilience in the face of adversity. As a result, this is attractive to conservative investors. In addition, being compliant with 
established governance norms opens the door to international investment. 

Keywords: capital, corporate governance, investment, practices, stakeholders 

Introduction 

The term "corporate governance" is used to describe the framework for leading and managing a corporation.  

Robust corporate governance standards establish a conducive atmosphere characterized by trust and 
accountability, hence playing a pivotal role in attracting investment and capital. Investors are inclined to allocate their 
capital towards organizations that demonstrate characteristics such as transparency, effective management, ethical 
conduct, and a dedication to generating long-term value. In the contemporary investment landscape, the implementation 
of efficient corporate governance practices is not solely a legislative obligation, but also confers a competitive advantage. 

To protect the interests of its owners, workers, customers, suppliers, and the society at large, it entails a set of 
principles and methods meant to guarantee the business acts in a transparent, responsible, and ethical way(Nalina & M, 
2021). Attracting investment and finance requires sound company governance standards that inspire trust and confidence 
among potential backers. 

Corporate governance policies and their effect on luring investors and other sources of money are summarised here: 

1. Need of Corporate Governance: Good corporate governance is essential in today's competitive business environment. 
It lays forth the ground rules for how a company's leadership, board of directors, and stockholders will interact with one 
another(Sweta Agarwal, 2020). Trust, credibility, and reduced risk through good corporate governance standards are all 
essential to attracting investment and money. 
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2. Accountability and Openness: Transparency is a cornerstone of good governance in the business world. Investors 
need timely and accurate information about a company's financial performance, strategic direction, and risks, all of which 
may be provided via transparent reporting(Singh & Bansal, 2020). Investors are more willing to put money into businesses 
that are transparent and responsible, thus this openness is beneficial. 

3. Protecting the Interests of Shareholders: Shareholders in particular are more likely to invest in a company that 
guarantees their rights. Effective corporate governance measures, such as annual general meetings and proxy voting, 
provide shareholders a voice in the company's most consequential decisions. This boosts faith among financiers and 
inspires more money to flow in. 

4. Taking Precautions: The methods of good corporate governance place a premium on minimising and managing risks. 
The likelihood of unanticipated, unfavourable outcomes that might hurt investor interests is reduced when a company has 
strong governance procedures in place to detect and handle risks proactively. Companies with a strong emphasis on risk 
management often attract a larger pool of investors(Almaqtari, Al-Hattami, Al-Nuzaili, & Al-Bukhrani, 2020). 

5. Moral Principles and Civic Duties: Risk management and reduction are essential tenets of good corporate governance 
processes. Companies with strong governance systems are better able to anticipate and prevent undesirable outcomes that 
might affect investor interests. Companies that place a premium on risk management tend to attract more 
investors(Pillania, 2012). 

6. Developing Sustainable Value: One characteristic of good corporate governance is a commitment to the long term 
rather than to immediate profits. Institutional investors and other stakeholders are more likely to support a company that 
has long-term sustainability and shareholder value as a top priority(Almaqtari et al., 2020). 

7. Conformity with Regulations: In addition to being required by law in many regions, a company's demonstrated 
dedication to corporate governance norms and laws is reassuring to investors and other stakeholders. Attracting 
institutional investors with a rigorous due diligence process requires conformity with these requirements(Nugroho, 2021). 

A company's capacity to attract investors and get access to cash is significantly impacted by its corporate governance 
policies. The confidence of investors, the mitigation of risks, and the creation of a climate favourable to investment may 
all be achieved by a company building a foundation of openness, accountability, and ethical conduct. Therefore, in today's 
competitive company environment, good corporate governance is not merely a legal need, but rather a strategic necessity. 

Table 1: Role of Corporate Governance Practices to Attract Investment and Capital 

Disclosure & Openness 
to the Public 

 

Impact The impact of this is that investors view as more trustworthy and less hazardous 
the businesses that give financial reporting that is both transparent and 
complete, as well as provide pertinent information about their operations. 

Practices The following should be considered best practices: regular and timely financial 
reporting, including audited financial statements; disclosure of substantial risks; 
and transparent communication with shareholders and stakeholders. 

Independence of the 
Board of Directors and 
Expertise 

Impact Increasing investor trust and providing effective supervision and decision-
making are both possible outcomes of having an independent board of directors 
with a varied set of expertise and experience. 

Practices Appointing independent directors, ensuring a diverse board composition, and 
having specialized committees (such as audit, remuneration, and governance) 
to monitor essential functions are all practices that are commonly followed. 

Participation of 
Shareholders and 
Related Matters 

Impact Increasing investor trust and luring long-term investors can be accomplished 
through safeguarding shareholder rights and promoting engagement on the part 
of shareholders. 

Practices Implementing proxy voting rights, organizing shareholder meetings, and 
actively interacting with shareholders to address their problems and solicit their 
feedback are all practices that are commonly used. 
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Business Procedures 
That Are Both Ethical 
and Responsible 

Impact Companies that place a high priority on ethics, social responsibility, and 
sustainable practices have a better chance of attracting ethical and impact 
investors whose beliefs are compatible with their own. 

Practices Developing and enforcing a code of ethics, embracing environmentally 
responsible corporate practices, and reporting on ESG (environmental, social, 
and governance) metrics are all examples of practices. 

Administration of Risk Impact Employing strategies that are effective in risk management has the ability to 
lower the amount of uncertainty and potential loss for investors. 

Practices Establishing risk oversight committees, identifying and reducing risks, and 
keeping a proper amount of insurance coverage are all practices that should be 
followed. 

The Compensation of 
Executives 

Impact The impact of this is that compensation arrangements for executives that are 
both transparent and based on performance can help align management's 
interests with those of shareholders. 

Practices Practices include revealing the specifics of executive remuneration, linking 
executive pay to performance measures within the company, and requesting 
approval for compensation packages from shareholders. 

Assurance of 
Conformity with the 
Requirements of 
Applicable Laws and 
Regulations 

Impact Companies that comply with all applicable laws and regulations have a lower 
risk of running into trouble with the law and regulators, which makes them more 
appealing to investors. 

Practices Monitoring and guaranteeing compliance with all applicable laws and 
regulations, including those pertaining to the filing of financial reports, on a 
regular basis is one of the practices. 
 

Planning and Strategy 
on a Long-Term Basis 

Impact Showing that you have a clear and workable strategy for the long term will 
attract investors who are seeking for opportunities for sustainable growth. 

Practices Creating and disseminating a comprehensive strategic plan that outlines both 
the allocation of cash and the efforts for business expansion are practices. 

 

Review of Literature: 

When looking at the literature on corporate governance practises and their effect on attracting investment and capital, a 
lot of data supports the idea that good corporate governance helps a firm attract investment and money. The most 
important results from this study are summarised below: 

Multiple studies have shown a link between good company governance and increased profits. Investors are drawn to 
companies with strong governance systems because they provide better returns on investment (Verma, S., 2019). 
Consistent with the findings of the academic community, corporate governance includes openness and disclosure as 
essential features(Hopt, 2011). Companies that earn investors' confidence by consistently providing detailed and reliable 
reports often see an uptick in capital funding(Brown & Caylor, 2021). 

(Joshi, A. B., 2019) observed that corporate governance has gained significant attention and prominence within the Indian 
corporate landscape. Nevertheless, there have been recurring concerns regarding the efficacy of corporate governance 
practices in Indian corporations. From a historical perspective, corporate governance has been regarded as a collection of 
rules or norms that dictate the manner in which a corporation is governed. The implementation of this strategy guarantees 
that the corporation operates in accordance with its intended objectives, hence facilitating the attainment of desired 
outcomes. This framework ensures that firms are held accountable to all stakeholders, including directors, shareholders, 
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employees, and customers, among others. Corporate governance has been an integral aspect of the Indian corporate sector 
since its inception. However, the occurrence of recent corporate governance failures, such as those witnessed in the 
Infrastructure Leasing & Financial Services and Jet Airways cases, among others, has heightened apprehensions regarding 
the state of corporate governance in India. 

Generally, the cost of capital for companies with good corporate governance is lower. Because of the decreased perceived 
risk, these businesses are able to attract equity investors prepared to accept lower necessary rates of return and get debt 
financing on more favourable conditions. Capital markets are dominated by institutional investors like pension and mutual 
funds(O’Sullivan, 2003). Investors like organisations with strong governance frameworks because they are perceived as 
more responsible with their money. Capital infusions of considerable size may result from attracting institutional 
investors(Aguilera, Filatotchev, Gospel, & Jackson, 2008). 

Given that a significant number of  (Sharma et.al., 2019) banks in India operate inside the public sector and encounter 
competition from the broader financial market, it is imperative for these banks to establish strong corporate governance 
systems. Banks may potentially face a regulatory requirement to engage in public share offerings, thereby facilitating a 
transfer of ownership. This article aims to conduct an analysis of the corporate governance practices within the banking 
industry by evaluating their established criteria. Furthermore, it underscores the importance of corporate governance and 
its connection to the Indian banking sector. Banks operating in both the private and governmental sectors are adhering to 
corporate governance principles in order to enhance transparency and mitigate the potential for fraudulent activities and 
misconduct. 

Better corporate governance has been linked to greater stock prices, according to the research. Shares in firms that 
investors believe are well-governed and hence less likely to experience governance-related problems command a higher 
price(García-Castro, Aguilera, & Ariño, 2013). Agency expenses may be minimised by the implementation of corporate 
governance procedures such as independent boards of directors and executive remuneration plans that are in line with 
shareholder interests. Because of this, cash is used more effectively, and investor trust rises. Company governance refers 
to the design and implementation of mechanisms that aim to provide transparency, accountability, and the maintenance 
of an effective communication channel for disclosing and promoting a positive company culture (Vashisht, R., 2021). The 
primary objective of this research is to investigate the impact of corporate governance on the operational effectiveness of 
Indian banks. The research design employed in this study was both descriptive and analytical in nature, in order to 
effectively address the study objective. A total of 350 banking staff members from five private banks in India were selected 
as respondents for the study. The results indicate that there is a positive relationship between all of the studied variables. 
The independent variables of transparency and disclosure, as well as auditing and compliance with the law, exhibit a more 
robust positive correlation with the dependent variables of organizational financial and non-financial success. (Kumari, 
A., et.al., 2014). This study establishes that corporate governance exerts a substantial impact on the performance of Indian 
banks, hence assuming a crucial role in enhancing the overall organizational performance. 

Risk management is more successful when good corporate governance processes are in place. Investors who are wary of 
taking unnecessary risks are drawn to businesses that have taken the time to identify and address potential threats to their 
operations. When making investments, foreign investors often take corporate governance norms into account(Kiranmai 
& Mishra, 2019). Companies that operate in accordance with generally accepted governance norms have a better chance 
of gaining access to international capital markets and of attracting investors from outside. 

Corporate governance procedures have an impact on merger and acquisition deals. Acquisition bids for companies with 
solid governance frameworks are more likely to be approved, whereas bids for businesses with questionable practises 
may be met with shareholder opposition. Institutional investors increasingly favour governance methods that encourage 
long-term value development because they help provide steady and reliable returns(Roy, 2016). There has been a recent 
uptick in "ESG" (environmental, social, and governance) investment, and this is in line with that movement. Investment 
attractiveness is enhanced by the fact that compliance with corporate governance norms and standards is typically a 
precondition for listing on stock exchanges and access to public capital markets. 
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Research Gap: 

Investment and capital-gathering prospects improve dramatically when a business has solid corporate governance 
standards, according to several studies. There are many factors at play in the connection between good corporate 
governance and financial success, but the data shows that well-governed businesses are more likely to attract investment. 
Thus, corporations that place a premium on good corporate governance are in a stronger position to attract the investors 
they need to develop and expand. 

Objectives of the study: 

To identify and assess factors influencing the corporate governance practices and their impact on attracting investment 
and capital. 

To explore quantitively factors influencing the corporate governance practices and their impact on attracting investment 
and capital. 

Hypothesis of the study: 

H01: There are no significant factors influencing the corporate governance practices and their impact on attracting 
investment and capital. 

Ha1: There are significant factors influencing the corporate governance practices and their impact on attracting 
investment and capital. 

Research Methodology: 

The existing study is exploratory and primary and obtained results through responses of 158 respondents as employees. 
The study aims to identify and explore “the corporate governance practices and their impact on attracting investment and 
capital.” The existing study used SPSS software to analyse quantitively the data collected from the respondents. 

Result and discussion: 

 

Table 2: Reliability Statistics 
Reliability Statistics 

Cronbach's Alpha N of Items 

.704 7 

 

Table 2 analysed the reliability statistics of the study and documented the estimated value of Cronbach Alpha which is 
.704 (N=7). The estimated value is greater than the permissible value of .60. Hence, statistical test can be applied. 
 

Table 3: Descriptive Statistics 

Descriptive Statistics 

 N Minimum Maximum Mean Std. Deviation 

Need of Corporate 
Governance 

158 1 5 3.76 1.007 

Accountability and Openness 158 1 5 3.25 1.135 

Safeguarding Investor 
Interests 

158 1 5 4.51 .707 

Managing Risks 158 1 5 3.83 .985 

Moral Principles and Civic 
Duties 

158 1 5 4.63 .609 
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Developing Sustainable Value 158 1 5 4.47 .706 

Conformity with Regulations 158 1 5 4.09 .944 

Valid N (listwise) 158     

 

Table 3 investigated the descriptive statistics of the study related to the corporate governance practices and their impact 
on attracting investment and capital. The findings of the study stated that Moral Principles and Civic Duties (Mean=4.63 
and standard deviation=.609) followed by Safeguarding investor interests (Mean=4.51 and standard deviation=.707) are 
the prime factors influencing corporate governance. Accountability and Openness (Mean=3.25 and standard deviation= 
1.135) are the least influencing factor in the existing study that are related to the corporate governance practices and their 
impact on attracting investment and capital. 
 

Table 4: One-Sample Statistics 
One-Sample Statistics 

 N Mean Std. Deviation Std. Error Mean 

Need of Corporate 
Governance 

158 3.76 1.007 .035 

Accountability and 
Openness 

158 3.25 1.135 .039 

Safeguarding Investor 
Interests 

158 4.51 .707 .025 

Managing Risks 158 3.83 .985 .034 

Moral Principles and Civic 
Duties 

158 4.63 .609 .021 

Developing Sustainable 
Value 

158 4.47 .706 .024 

Conformity with 
Regulations 

158 4.09 .944 .033 

 

Table 4 explored the one sample statistics of the study related to the corporate governance practices and their impact on 
attracting investment and capital. The findings of the study stated that Moral Principles and Civic Duties (Mean=4.63 and 
standard deviation=.609 and standard error=.021) followed by Safeguarding investor interests (Mean=4.51 and standard 
deviation=.707 and standard error=.025) are the prime factors influencing corporate governance. Accountability and 
Openness (Mean=3.25 and standard deviation= 1.135 and standard error=.039) are the least influencing factor in the 
existing study that are related to the corporate governance practices and their impact on attracting investment and capital. 
 

Table 5: One-Sample Test 
One-Sample Test 

 

Test Value = 0 

t df Sig. (2-tailed) 
Mean 

Difference 

95% Confidence Interval of the 
Difference 

Lower Upper 
Need of Corporate 
Governance 

107.812 157 .000 3.761 3.69 3.83 

Accountability and 
Openness 

82.605 157 .000 3.246 3.17 3.32 
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Safeguarding Investor 
Interests 

184.163 157 .000 4.513 4.46 4.56 

Managing Risks 112.333 157 .000 3.832 3.76 3.90 

Moral Principles and Civic 
Duties 

219.450 157 .000 4.629 4.59 4.67 

Developing Sustainable 
Value 

182.690 157 .000 4.469 4.42 4.52 

Conformity with 
Regulations 

124.909 157 .000 4.086 4.02 4.15 

 

Table 5 explored the t test statistics of the study related to the corporate governance practices and their impact on attracting 
investment and capital. The findings of the study stated that Moral Principles and Civic Duties (t=219.450) followed by 
Safeguarding investor interests (t=184.163) are the prime factors influencing corporate governance. Accountability and 
Openness (t=82.605) are the least influencing factor in the existing study that are related to the corporate governance 
practices and their impact on attracting investment and capital. 

 

Table 6: ANOVA 

ANOVA 

 Sum of Squares df Mean Square F Sig. 
Need of Corporate 
Governance 

Between Groups 59.042 4 14.761 15.563 .000 

Within Groups 784.360 153 .948   

Total 843.403 157    

Accountability and 
Openness 

Between Groups 72.848 4 18.212 15.084 .000 

Within Groups 999.702 153 1.207   

Total 1072.550 157    

Safeguarding Investor 
Interests 

Between Groups 33.566 4 8.392 18.152 .000 

Within Groups 382.314 153 .462   

Total 415.880 157    

Managing Risks Between Groups 107.878 4 26.970 31.989 .000 

Within Groups 697.226 153 .843   

Total 805.105 157    

Moral Principles and Civic 
Duties 

Between Groups 24.852 4 6.213 18.131 .000 

Within Groups 283.387 153 .343   

Total 308.239 157    

Developing Sustainable 
Value 

Between Groups 57.301 4 14.325 33.122 .000 

Within Groups 358.106 153 .432   

Total 415.407 157    

Conformity with 
Regulations 

Between Groups 209.627 4 52.407 81.625 .000 

Within Groups 530.968 153 .642   

Total 740.595 157    

 

Table 6 investigated the ANOVA analyses and stated that in case of all the selected variables, the significance value is 
.000 which is lesser than the permissible value of .005. Therefore, dependent variable that is factors of corporate 
governance are significantly influence by the independent variables of the existing study.  

Findings of the study 

Several major findings are emphasised by the large amount of research and information that was analysed in this study: 
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1. Attracting investors is crucial for the success of any business, and this success is directly tied to good corporate 
governance standards including transparency, accountability, and ethical behaviour. Companies with solid 
governance frameworks are more attractive to investors because they are seen as lower risk and more likely to 
provide sustained profits. 

2. The cost of capital is often cheaper for companies with strong corporate governance processes. Favourable 
conditions for debt financing and equity investments are the outcome of investors' willingness to accept lower 
necessary rates of return for companies that investors trust. 

3. Companies with good governance standards tend to have better market values. The correlation between good 
corporate governance and financial success is further strengthened by the fact that investors are ready to pay a 
premium for stock in such organisations. 

4. Companies with solid governance systems are more likely to attract institutional investors, who play a significant 
role in the capital markets. A company's ability to raise funds is greatly improved when institutional investors 
get interested in its stock. 

5. Better risk management, together with lower agency costs and more resilience in the face of adversity, is a direct 
result of sound corporate governance standards. Investors are more at ease knowing this danger has been 
mitigated. 

6. Companies that follow best practises in corporate governance have an easier time raising money from investors 
overseas. 

7. Investors who want to include ethical and responsible factors into their investment choices are increasingly 
drawn to firms whose governance procedures are aligned with environmental, social, and governance (ESG) 
values. 

8. Investors who want steady, lasting returns will appreciate governance methods that prioritise value creation 
above profit maximisation in the near term. 

9. In order to get access to public capital markets and be listed on stock exchanges, companies must frequently 
demonstrate that they comply with corporate governance legislation and standards. For businesses actively 
seeking investments, compliance with these criteria is essential. 

Conclusion 

In conclusion, there is a deep and nuanced connection between corporate governance procedures and their effect 
on luring investors and financiers. Good corporate governance standards are crucial to a company's capacity to attract 
investment and capital, and they go well beyond simply compliance with legal mandates. Companies that put a premium 
on good governance practises have a better chance of achieving long-term development and success in today's highly 
competitive business environment. Effective corporate governance procedures are projected to remain an important 
feature for firms of all sizes and in all sectors in attracting investment and capital as the investment environment continues 
to change. 

References: 

1. Aguilera, R. V., Filatotchev, I., Gospel, H., & Jackson, G. (2008). An organizational approach to comparative 
corporate governance: Costs, contingencies, and complementarities. Organization Science, 19(3), 475–492. 
https://doi.org/10.1287/orsc.1070.0322 

2. Almaqtari, F. A., Al-Hattami, H. M., Al-Nuzaili, K. M. E., & Al-Bukhrani, M. A. (2020). Corporate governance 
in India: A systematic review and synthesis for future research. Cogent Business and Management, 7(1). 
https://doi.org/10.1080/23311975.2020.1803579 

3. Brown, L. D., & Caylor, M. L. (2021). Corporate governance and firm valuation. Journal of Accounting and 
Public Policy, 25(4), 409–434. https://doi.org/10.1016/j.jaccpubpol.2006.05.005 



   
  
  
 
 

453 
 

European Economic Letters 
ISSN 2323-5233 

Vol 13, Issue 3 (2023) 
https://doi.org/10.52783/eel.v13i3.619 

http://eelet.org.uk 

4. García-Castro, R., Aguilera, R. V., & Ariño, M. A. (2013). Bundles of firm corporate governance practices: A 
fuzzy set analysis. Corporate Governance: An International Review, 21(4), 390–407. 
https://doi.org/10.1111/corg.12024 

5. Hopt, K. J. (2011). Comparative corporate governance: The state of the art and international regulation. 
American Journal of Comparative Law, 59(1), 1–73. https://doi.org/10.5131/AJCL.2010.0025 

6. Joshi, A. B. (2019). Corporate Governance in India: Contemporary Issues and Challenges. Kaav International 
Journal of Law, Finance & Industrial Relations, 6(1), 36-38. 

7. Kumari, A., & Aggarwal, V. K. (2014). Corporate Governance Compliance: A Case Study of Infosys. Kaav 
International Journal of Arts, Humanities & Social Science, 1(1), 181-188. 

8. Kiranmai, J., & Mishra, R. K. (2019). Corporate Governance Practices in Listed State-owned Enterprises in 
India: An Empirical Research. Indian Journal of Corporate Governance, 12(1), 94–121. 
https://doi.org/10.1177/0974686219849760 

9. Nalina, K. B., & M, R. H. (2021). A Study on Under-Pricing of Initial Public Offering ( IPO ) in Indian Capital 
Market. International Journal for Innovative Research in Science & Technology, 9(11), 297–304. 

10. Nugroho, M. (2021). Corporate governance and firm performance. Accounting, 7(1), 13–22. 
https://doi.org/10.5267/j.ac.2020.10.019 

11. O’Sullivan, M. (2003). The political economy of comparative corporate governance. Review of International 
Political Economy, 10(1), 23–72. https://doi.org/10.1080/0969229032000048899 

12. Pillania, R. K. (2012). Corporate governance in India: Study of the top 100 firms. Journal of Applied Economic 
Sciences, 7(1), 87–92. 

13. Roy, A. (2016). Corporate Governance and Firm Performance: A Study of Indian Listed Firms. Metamorphosis: 
A Journal of Management Research, 15(1), 31–46. https://doi.org/10.1177/0972622516629032 

14. Singh, R., & Bansal, R. (2020). Corporate Governance in Indian Banking Sector: An Analysis. Journal of Xi’an 
University of Architecture & Technology, 12(2), 476–493. 

15. Sharma, S., & Gupta, V. (2019). Corporate Governance in Indian Banking Sector. National Journal of Arts, 
Commerce & Scientific Research Review, 6(1), 114-119. https://www.kaavpublications.org/abstracts/corporate-
governance-in-indian-banking-sector. 

16. Sweta Agarwal. (2020). Corporate Governance and Listing Returns of Indian IPOs : An Empirical Investigation. 
India Quarterly: A Journal of International Affairs, 8(2), 22–27. 

17. Verma, S. (2019). Corporate Governance in the Banking and Financial Organisations. Kaav International Journal 
of Economics, Commerce & Business Management, 6(1), 21-24. 

18. Vashisht, R. (2021). Influence of Corporate Governance on Organizational Performance in Indian Banks- An 
Empirical Study. Kaav International Journal of Economics, Commerce & Business Management, 8(1), 40-45. 
https://doi.org/10.52458/23484969.2021.v8.iss1.kp.a9 

 

 

 

 



     

  

1272 

European Economic Letters 
ISSN 2323-5233 
Vol 13, Issue 4 (2023) 
http://eelet.org.uk 

Tomato Arrival and Price Prediction of Indian Agricultural Produce Market 

Committee (APMC) 
 

1Dr. B. Venugopal, 2Dr K. C. Prakash, 3Dr. Biswo Ranjan Mishra, 4R. Mythily, 5Dr. Rakhi Gupta, 6Dr. Khaja 

Mohinuddeen J 

 

Abstract: 

India is a heritage filled agriculture-dependent country. It's necessary to modernize our ancient agricultural practices by 
providing appropriate circumstances to the farmers. The agricultural transformation is often done via dynamic business 
proposition that could be a techno-economic method which can be accelerated easily. With the evident development in 
production technology, input supply, and infrastructure, we are able to see the upward trend in arrivals. The key constraints or 
factors that influence the prices within the market are due to the arrivals of the selective commodities and their competitive 
crops. The objectives of this paper is (i) To investigate the trend in arrivals of tomato in Kolar and Chintamanimarket, (ii) To 
estimate the trend in costs of tomato in Kolar and Chintamani market and (iii) To forecast the market-wise costs of tomato. 
The analysis reveals the fallouts of the findings: variations in the price level, the governmentnecessity to create buffer stock 
schemes that may facilitate to stabilize the market value of tomatoes by getting hold suppliers who merchandise once harvests 
square measure masses, and marketing stocks of the merchandise onto the market once suppliers square measure low. These 
methods needed high finish technology and infrastructure. The problem of price variations and profit variations are often 
restrained by tomato retailers by having appropriate inventory management skills. Therefore, to avoid overstocking of 
tomatoes at a time within the store. This can be attributable to the biodegradable nature of tomato and overstocking of tomato 
causes spoilage predominantlydue to lack of storage facilities. Henceprecise cold storage should be constructed. The big data 
should beused to developing tools using artificial intelligence, machine learning to enhance planning and marketing services. 
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INTRODUCTION 

Agricultural marketing plays a major role in moving of commodities from the farm producer to the consumer  
and stabilizing  the price. The scheduled increase in agricultural production must be corresponding with variations in demand 
and supply for agric significantly regardless of the quantity of the marketable surplus generated with the farmers. Therefore, 
in relation to enhanced seed and fertilizer in contemporary agriculture, marketing was rightly regarded as an important input. 
Instability in price and earnings is common for agricultural products and they fluctuate more than the other industrial goods. 
Erratic and highly elastic production price leads to an instability in the agricultural commodity prices which thereby 
influences the income levels of the farmers. This results in the human and the political consequences in a large way.  To feed 
the growing population surplus production in food grain is vital and India has achieved it. But the need for the self-
sufficiency in the horticultural produce is equally important to maintain the health of the growing population. The vegetables, 
regarded as the protective foods, have short duration of growth but has high production and productivity. They can easily fit  
in diverse locations and systems of farming in addition to being profitable and a high employment generator. India is the 
world's second-largest vegetable producer, contributing around7.18%to vegetable production worldwide and produces more 
than 40 types of vegetables belonging to different families. (Paarlberg, Robert 1997) 
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Tomato Global Scenario 

Tomato, belonging to the Solanaceae family, is a major crop that is produced in India and the world with a global production 
of 152.9 million tons. Commonly referred to as the ‘poor man’s orange’, it is highly nutritious as it has a wide range of 
essential nutrients. After potato and sweet potato, it is the third largest vegetable crop in the world. Since pre-historic times, 
tomatoes have been used as food by the people of Central and South America. The World production was 241.92million 
tonnes of tomato from an area of 58.82 lakh hectares (FAO STAT) in 2017-18. China is the largest tomato producing country 
in the world, almost contributing for24.6 % of world’s tomato production. During 2017-18, China stood first with annual 
production of 59.63 million tonnes followed by India with 20.71 million tonnes, Turkey with 12.75 million tonnes, USA with 
10.91 million tonnes, Egypt with7.30 million tonnes and Iran (Islamic Republic of) with 6.18million tonnes.These six 
countries contributed for around 73.16 % of world’s tomatoes production. 
Tomato Indian Scenario 

Tomato has an important place in the country's vegetable production. Area under tomato in India was 8.08 lakh hectares 
accounting for 7.86% of the total vegetables crop acreage.Annual tomato production in India amounted to 19.69 million 
tonnes (NHB, 2016-17), 11.25 per cent of total vegetable production. However, the area under tomato has been increasing 
gradually as production fluctuated owing to weather-related factors. In India, Madhya Pradesh is the leading state that 
produces 31.02 lakh tonnes of tomato from an area of one lakh hectares. Karnataka is India's 2ndlargest tomato producing 
state with 21.38 lakh tonnes of tomato from an area of 0.63 lakh hectares. 
Tomato Karnataka Scenario 

Tomato is produced throughout the yearin Karnataka. The major tomato producing areas are Kolar, Chikkaballapura, 
Bangalore, Tumkur, Hassan, Haveri, and Davangere.In the state, the total area under tomato was 63.73 thousand hectares 
with a production base of 21.38 lakh tonnes in 2016-17 (Karnatakastat, 2016-17).An analysis of arrivals and prices of 
tomatoes would assist to determineincome, constraints and supply response. So, it is essential to analyze the wide fluctuations 
in prices of tomato and the relationship between arrivals and prices. Market integration describes the relationship between 
two spatially or temporarily separated markets. The process of determining prices are completely interdepend in an 
integrated market.The market integration research findings possiblysuggestthe manufacturers on how much, where and 
when to sell which will consecutively create an impact on their production policies and therefore the allocation of 
resources. 
 
REVIEW OF LITERATURE: 

Some of research works reveals spatial equilibrium model with endogenous prices is contracted and solve by quadratic 
mathematical programming method. Six scenarios involving the impacts from transportation costs, tariff, and North 
American Free Trade Agreement (NAFTA).Impacts on production, consumption, trade flows, prices, and 
net welfare. Credit to NAFTA, Mexico became the most tomato exporter to the USA.(Impacts on production, 
consumption, trade flows, prices, and net welfare. Due to NAFTA, Mexico became the main tomato exporter to the USA 
2003). Price transmission in Tomatoes. It reveals explores the characteristics of spatial price movements for fresh 
vegetablesspecial tomato. This is often very useful to policy considerations for fresh vegetables sector(Santeramo, Fabio 
Gaetano 2015).Results and projection of tomato price in SERBIA. It found that tomato is tremendously most 
essential vegetable crops in Serbia and average annual production of tomato has been about 174,000 tones. This study 
is analysis of the changes and thus the longer-term tendencies of the price parameters of tomato in Serbia with aim of 
forecaster the wheat and tomato price. (IvaniÅ¡eviÄ‡, Dragan; MutavdÅ¾iÄ‡, Beba; NovkoviÄ‡, NebojÅ¡a; 
VukeliÄ‡, NataÅ¡a 2015).Price transmission in tomato sector after the Arab Spring. It explains positive relationship with 
producer, wholesaler and retailer tomato prices. Throughouttremendous market measures that leas price increases with supply 
chain price decline(Ahmed,Osama 2018).North America tomato market. It found endogenous prices are contracted and 
solve by quadratic mathematical programming method. Six scenarios involving the impacts from transportation costs, 
and tariff. Impacts on production, consumption, trade flows, prices, and net welfare. Recognition to NAFTA, Mexico 
became the most tomato exporter to the USA(NAFTA, Mexico became the main tomato exporter to the USA 
2003).Influence of layer on behavior of greenhouse tomatoes in transition from conventional to biological growing 
greenhouse tomato production(Petkova, Valentina; Filipov, Stoyan; Kostadinov, Kostadin 2013)Rain in Spain falls and UK 
tomato prices soar. It reveals that heavy rains in Spain have prevented tomato growers from planting, delaying the 2011 
tomato season, and raising the prospect of higher prices for both fresh and processed tomatoes(Glotz, Julia 2011). It is reveals 
that consumers paid $0.25/lb more for organic fresh tomatoes in the New York Philadelphia market. The organic premiums 
are estimated to be $0.14/lb in the Chicago. Francisco markets and $0.29/lb in the Antonio market. Furthermore, tomato 
prices consumers paid in 2004 varied by household characteristics, including income, age,  and therefore the race and 
ethnicity of the top of the household(Chung L. Huang &Biing-Hwan Lin. 2007).Research explains the risk in investment in 
greenhouse tomato production in florida.And concludes behavior if prices and demand in production impacts the risk 
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availability this production. (Asci,Serhat; VanSickle,John J.; Cantliffe, Daniel J. 2014). It reveals that tomatoprices glut in 
the U.S.due to whether, tomato growers in flarida developing their crop. In Florida the price farmers receive for a 25-pound 
box has fallen from $30 to $5(Pleven, Liam, and Carolyn Cui. 2010). Tomato prices rocket as season ends prematurely. It 
reveals that wholesale price movement of several agricultural products worldwide includes tomato, onion and banana(Grocer 
2014)research evaluated and  recommended evidence rejecting the presence of unit roots at all seasonal frequencies for 
agricultre; and vegetables. (Aviralkumartiwari, Subhendu Dutta and Aruna Kumar Dash 2017).Paper shows agricultural price 
policy and stable price environment to farmers in case of pulses and suggests reviewing the pulses by making it sensitive to 
prevailing market prices.(Ashutosh Kr.Tripathi 2017)It found that Impact of prices influence the income of farmers towards 
cost of production like cultivation .this research reveals that how best utilized cost and projecting profits earned by farmers in 
Indian scenario..(Ashutosh Kumar Tripathi 2013).It depicts agro wellbeing practices .(P weligamage) and Competitive 
revenue price stageris in irrigation cost (P Weligamage). 

The research offers information on how tomato prices would be in different months of the year. Such information provides 
farmers hints to the price behavior in order to make production decisions that are essential.The objectives of the study are 
toanalyze the trend in arrivals of tomato in Kolar and Chintamani market, to estimate the trend in prices of tomato in Kolar 
and Chintamani market and to forecast the market –wise prices of tomato. 
 

RESEARCH METHODOLOGY: 

This section introduces the methodology used in the research which provides insights with on markets, data sources, nature 
and also the analytical methods applied for the assessments.The crop selected for the research was tomato. According to the 
Karnataka State Agricultural Marketing Board (KSAMB), Bangalore, Chikkaballapura, Chinthamani, Kolar, Bagepalli and 
Srinivasapura are the main tomato markets in Karnataka. Because of the availability of continuous time series data for the 
study period, so I have selected Chintamani and Kolar markets were chosen. Data from secondary sources were acquired for 
the research. Data such as month, time of arrival, and the price of tomato were grouped from theKrishimaratavahiniofficial 
website by the Karnataka State Agricultural Marketing Board (KSAMB) Bangalore. KSAMB receives the data from 
various markets across the state from the corresponding Agricultural Market Committees (APMC 'S). The Board and 
APMC 'S keep the website up to date by maintain the data ofarrival and the prices of regulated agricultural 
commodities on a daily, weekly, monthly, annual basis. Arrival data refers to total arrivals in quintals during a market 
place during the month. The worth data used here denotesthe month's modal price. Modal price is regarded as superior 
to the monthly average price, because it epitomizes the commodities marketed on a major percentage in a specific 
market at a particular month. For the markets under study, the monthly total arrivals and the modal prices date were 
composedfrom 2008 till 2018 (11 years).A brief description of statistical tools employed for this study was presented in this 
section. For studying the short-term, long-term and other periodic fluctuations in arrivals and price of tomato for each market, 
Time series analysis was employed; and for forecasting of arrivals and price, trend equation model was used. 
 

RESULT AND DISCUSSION 

Trend of tomato arrival and its price in carefully chosen markets of Karnataka 

Time series analysis was employed to review the trends of tomato arrival, its pricing and its review in selected markets, 
linear models (linear in parameter) viz. linear model (straight line), were fitted to the total annual data of arrivals and average 
prices for the period of 5 years from 2015 to 2019. 
To analyze any time series data, we have to check for data structure for their movements in graph. In current study movement 
of arrivals and prices are represented as below table 1 and graph 1. 

 

Table 1: The below tabel represents the sum of arrivals and average model price for Chintamani market from the 

year 2015 to 2019. 

 

Months 

2015 2016 2017 2018 2019 

Sum of 

Arrivals 

Avg 

of 

Moda

l 

Sum of 

Arrivals 

Avg 

of 

Moda

l 

Sum of 

Arrivals 

Avg 

of 

Moda

l 

Sum of 

Arrivals 

Avg 

of 

Mod

al 

Sum of 

Arrival

s 

Avg 

of 

Moda

l 

Jan 93994 864 5315 1541 30325 825 81697 388 21618 1185 

Feb 76113 678 11510 376 44150 1400 44926 275 12547 512 

Mar 24464 600 3535 302 66150 1297 40574 426 14929 817 

Apr 6280 735 13015 1014 107410 614 32015 605 14115 1464 

May 13870 1444 12960 2742 80905 640 66311 585 17760 1902 

Jun 45435 1322 26575 3712 111563 2062 244785 974 84207 1766 
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Jul 84150 1558 78410 1969 124855 4763 256288 1283 219636 2046 

Aug 103235 1007 187415 708 119400 2971 229826 638 160285 1122 

Sep 62380 1124 93600 1035 77590 1278 138550 468 117255 932 

Oct 53205 1567 73200 896 55005 2560 170118 575 88662 1790 

Nov 32519 2447 79550 476 33149 2911 80713 624 65525 1199 

Dec 24065 1588 38510 306 65215 904 33095 609 24916 775 

Grand 

Total 

619710 1244 623595 1261 915717 1849 1418898 622 841455 1302 

Source:KSAMB &APMC'S 
 

Graph 1: Indicates the arrivals and price movements of tomato from 2015-2019.  

 

 
In the above graph we can say that movements of sum of arrivals and average model price are in trend structure. Graph 
movement indicates inverse relationship. 
 
Analysis of trend in arrivals of tomato in Chintamani market. 
To analyze the trend in arrivals of tomato inChintamanimarket, five models were fitted and estimates of the parameter of the 
fitted models are given in Table 4.1. The estimates of parameters of the Trend equation were found to be significant. The 
fitted trend equation is given below.  

Y= a + b*x, Where, = predicted values of arrivals at time point t, X= price, a and b = intercept and slope respectively.  

RMSE and R2 value were considered to check the adequacy of the fitted models. highest R2 value (60 %) among the 
significant models. Hence, this model is adequately fitted compared to other models. Actual and predicted values of arrivals 
by the trend equation are shown in graph 2 and 3. 
To analyze the arrival and price trend, firstly the we have to check the correlation between the arrivals and price. So for 
current study arrivals and price relation is 60 percent which represents that there is a relation between arrivals and prices in 
Chintamani market. The findings for current correlation study are represented as below. 
 

Table 2: Arrival and price trends 

Year Jan ARR Price Price Trend 

2015 93994 864.39 1062.98 

2016 5315 1540.75 1011.84 

2017 30325 825.17 960.70 

2018 81697 388.28 909.57 

2019 21618 1184.93 858.43 

2020 57340  807.29 

  Source:Data Computation in Excel 
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To check the correlation between sum of arrivals and average model price we used regression technique, results are 
represented in below output. 

Table 3: Correlation between sum of arrivals and average model 

SUMMARY OUTPUT 

Regression Statistics     

Multiple R 0.77469083      

R Square 0.600145883 60%     

Adjusted R 

Square 

0.466861177      

Standard Error 28446.91668      

Observations 5      

ANOVA 

 df SS MS F Significance F  

Regression 1 3643736093 3643736093 4.502736295 0.123951245  

Residual 3 2427681206 809227068.7    

Total 4 6071417299     

       

 Coefficients Standard Error t stat P -value Lower 95%  

Intercept 113910.0628 34181.11257 3.332544034 0.044634514 5130.507375  

X Variable 1 -70.0739051 33.02311707 -2.121965196 0.123951245 -175.168202  

RESIDUAL OUTPUT 

Observation Predicted Residuals Std Residuals    

1 53339.0834 40654.9166 1.650240503    

2 5943.693504 -628.6935041 -0.025519558    

3 56087.00938 -25762.00938 -1.045716358    

4 86702.05688 -5005.056881 -0.20316233    

5 30877.15684 -9259.156839 -0.375842258    

Source:Data Computation in Excel 

Here it found the relation between sum of arrivals and average model price as 60 percent. 
Table 4:Analysis of trend in arrivals of tomato in Kolar market 

Sum of 

Arrivals 

Month 

2015 2016 2017 2018 2019 Grand 

Total 

Jan 93994 5315 30325 81697 21618 232949 

Feb 76113 11510 44150 44926 12547 189246 

Mar 24464 3535 66150 40574 14929 149652 

Apr 6280 13015 107410 32015 14115 172832 

May 13870 12960 80905 66311 17760 191806 

Jun 45435 26575 111563 244785 84207 512565 

Jul 84150 78410 124855 256288 219636 763339 

Aug 103235 187415 119400 229826 160285 800161 

Sep 62380 93600 77590 138550 117255 489375 

Oct 53205 73200 55005 170118 88662 440190 

Nov 32519 79550 33149 80713 65526 291456 

Dec 24065 38510 65215 33095 24916 185801 

Grand 619710 623595 915717 1418898 841455 4419375 
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Total 

Source:KSAMB &APMC'S 
This table represents sum of arrivals of tomato from the year 2015 - 2019 and their annual grand total. 

 

Graph 2: Arrivals trend of Chintamani market. 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
In this graph y-axis represents sum of arrivals (in quintals) and x-axis represents months of respective years. It shows that in 
the month of july 2018(256288) accounts for height arrivals compare to rest of all other months from 2015 to 2019. Followed 
by July 2019 (219636), August 2016 (187415), July 2017 (124855) and August 2015 (103235) respectively. 

 

Table 5:The trend in arrivals of tomato in Kolar market 

 

Sum of 

Arrivals 

Month 

2015 

Sum of 

Arrivals 

2016 

Sum of 

Arrivals 

2017 

Sum of 

Arrivals 

2018 

Sum of 

Arrivals 

2019 

Sum of 

Arrivals 

Jan 111412 52005 46372 79821 48075 

Feb 104112 55242 54138 40313 31033 

Mar 54665 40751 51832 26055 32880 

Apr 29245 49054 63080 29897 26500 

May 79384 34548 83634 53209 42554 

Jun 183583 76569 155826 178534 134009 

Jul 262256 343436 204930 215663 227749 

Aug 245537 415086 137364 227224 231932 

Sep 149524 165268 107952 134424 167368 

Oct 75458 126501 87793 127060 334885 

Nov 49633 170403 97298 98792 330348 

Dec 66877 70516 90183 72559 195718 

Grand Total 1411686 1599379 1180402 1283551 1803051 

  
Source:KSAMB &APMC'S 
This table represents sum of arrivals of tomato from the year 2015 to 2019 and their annual grand total. 
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Graph 3: arrivals trend of Kolar market. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
This graph indicates highest arrivals accounted for 415086 quintals in 2016 august followedby262256 (July 2015), 334885 
(October 2019), 215663 (July 2018) 204930 (July 2017) respectively. 

 

Table 6: To analyze the Chintamani market price trend of tomato. 

Sum of 

Arrivals 

Month 

2015 

 

2016 

 
2017 

 
2018 

 
2019 

 

Jan 864 1541 825 388 1185 

Feb 678 376 1400 275 512 

Mar 600 302 1297 426 817 

Apr 735 1014 614 605 1464 

May 1444 2742 640 585 1902 

Jun 1322 3712 2062 974 1766 

Jul 1558 1969 4763 1283 2046 

Aug 1007 708 2971 638 1122 

Sep 1124 1035 1278 468 932 

Oct 1567 896 2560 575 1790 

Nov 2447 476 2911 624 1199 

Dec 1588 306 904 609 775 

 Source:KSAMB &APMC'S 
This table represents the average model price of tomato from the year 2015 to 2019 and their annual grand total. 

Graph 4: Analyze the Chintamani market price trend of tomato in linear line graph. 
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This graph indicates highest average model price accounted for 4763 rupees per quintal in 2017julyfollowed by 3712 (June 
2016), 2447(November 2015), 2046 (July 2019) and 1283 (July 2018) respectively. 

 

Table 7 :Analyze Kolar market price trend of tomato 

 

Sum of 

Arrivals 

Month 

2015 

 

2016 

 

2017 

 

2018 

 

2019 

 

Jan 888 2207 975 460 1185 

Feb 623 703 1443 388 656 

Mar 447 549 1391 523 842 

Apr 681 947 839 526 1483 

May 1296 2875 758 516 2073 

Jun 1062 3320 2120 789 1708 

Jul 1346 1999 4115 1115 1884 

Aug 955 760 2769 684 1156 

Sep 984 1107 1312 597 1010 

Oct 1441 1098 1866 710 1268 

Nov 3056 437 2079 701 930 

Dec 2041 402 884 722 771 

 

Source:KSAMB &APMC'S 
This table represents the average model price of tomato from the year 2015 to 2019 and their annual grand total. 

 

Graph 5: Analyze Kolar market price trend of tomato in linear line graph. 

 
 
This graph represents the average model price of tomato from the year 2015 to 2019 and their highest average model price 
accounts is 3056 in November 2015, 3320 in June 2016, 4115 in July 2017, 1115 in July 2018, 2073 in May 2019 
respectively. 
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To forecast market –wise prices of tomato. 
Table 8: Average model price trend of tomato (Price forecast Chintamani market). 

Sum of 

Arrivals 

Month 

2015 

 

2016 

 
2017 

 
2018 

 
2019 

 
2020 

Jan 864 1541 825 388 1185 807 

Feb 678 376 1400 275 512 518 

Mar 600 302 1297 426 817 856 

Apr 735 1014 614 605 1464 1201 

May 1444 2742 640 585 1902 1090 

Jun 1322 3712 2062 974 1766 1412 

Jul 1558 1969 4763 1283 2046 2411 

Aug 1007 708 2971 638 1122 1337 

Sep 1124 1035 1278 468 932 682 

Oct 1567 896 2560 575 1790 1515 

Nov 2447 476 2911 624 1199 827 

Dec 1588 306 904 609 775 440 

Source:KSAMB &APMC'S 
In this table we got the forecasted average model price values for year 2020, whereJuly months accounts for 2411 rupees for 
one quintal of tomato which is ranks highest average price in the year 2020 and in the month December 2020 accounts for 
440 rupees per quintal of tomatoes which is least average model price. And its graph is represented below.  
 

 Graph 8: Analyze Chintamani market price forecast trend of tomato in linear line graph. 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 9: Average model price trend of tomato (Price forecast Kolar market). 

Sum of 

Arrivals 

Month 

2015 

 

2016 

 
2017 

 
2018 

 
2019 

 
2020 

Jan 1374 1258 1143 1028 912 797 

Feb 812 787 762 737 713 688 

Mar 597 674 750 827 903 980 

Apr 658 777 895 1014 1132 1250 
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May 1665 1584 1504 1423 1343 1262 

Jun 2048 1924 1800 1676 1552 1428 

Jul 2054 2073 2092 2111 2130 2149 

Aug 1200 1232 1265 1297 1330 1362 

Sep 1093 1048 1002 956 911 865 

Oct 1423 1350 1277 1203 1130 1057 

Nov 2238 1839 1440 1042 643 244 

Dec 1408 1186 964 742 520 298 

Source:KSAMB &APMC'S 
The above table represents the price trend of tomato in the year 2020. In this table we got the forecasted average model price 
values for year 2020, where July months accounts for 2149 rupees for one quintal of tomato which is ranks highest average 
price in the year 2020 and in the month December 2020 accounts for 298 rupees per quintal of tomatoes which is least 
average model price. And its graph is represented below.  

 

Graph 7:Analyze Kolar market price forecast trend of tomato in linear line graph 

 
The graph 7 indicates the price forecast trend of tomato in Kolar market in which July month accounts for highest price 
forecast trend and December month accounts for least value over the year. 
 
CONCLUSIONS  
Time series analysis was employed to study the trend in arrivals of tomato. To examine the trend of tomato arrivals followed 
by the prices of tomato in selected markets, linear models (linear in parameter) viz. linear model (straight line), were fitted to 
the total annual data of arrivals and average prices for the period of 5 years from 2015 to 2019.To analyze any time series 
data, we have to check for data structure for their movements in graph. In current study movement of arrivals and prices are 
represented as in table 4 & 5 and graph 3 & 4.To analyze the trend of tomato arrivals and alsothe prices of tomato in selected 
markets, linear models viz. linear model (straight line), Quadratic model, Cubic model and Exponential model, and nonlinear 
model i.e., sigmoid model were fitted. RMSE and R2 values were considered to check the adequacy of the fitted models. 
Among the fitted model’s exponential model, quadratic model, quadratic model and sigmoid models are best fitted to prices 
for Kolar and Chintamani markets respectively. The linear model was best fitted among the fitted models for prices of cotton 
in all the four selected markets.For forecasting of tomato prices in all the selected markets, the Holt Winter’s exponential 
model and ARIMA models were fitted. The estimates of Holt Winter’s model were found to be significant for all the selected 
markets hence forecasting of prices was done by this method. From the best fitted model forecasting was done for 12 months 
ahead. 
Linear and nonlinear models viz. linear, quadratic, cubic, exponential and sigmoid were some of the models fitted to evaluate 
the trend in arrivals and prices of tomato. This study, 5years monthly arrivals and prices data were collected. For arrivals of 
tomato, both linear and nonlinear models were best fitted whereas for prices of tomato only linear model was best fitted. The 
results of this study indicate that there was a huge variation over the different years in the prices of tomato in all the markets. 
For forecasting of tomato prices, Holt’s winter model and ARIMA model were considered in that estimates of Holt Winter’s 
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model were significant in for Kolar and Chikballapure the markets. Best fittedHolt Winter’s models selected for different 
markets. Hence, Holt Winter’s models are best to forecast the tomato prices in selected markets.  
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Abstract  

The term employee engagement is not new but the inducement of technology and reinvention of the HR 

process makes the term very vibrant and paramount. The future of work is determined majorly by a 

hybrid work environment. In this state of work method, the employee has to face two situations of 

working one is off the cubical work and another is on the cubical work. They need to cope with the 

changes occurring in the work environment hence engaging employees in a hybrid work environment is a 

very challenging task for every company this is an identified problem statement of the study. Employee 

engagement is all about the enthusiasm and dedication that an employee shows towards his work. Not all 

employees have the same level of engagement at all times. It is the biggest challenge for every company to 

retain employees in understanding the proper engagement of work. If employees are disengaged then the 

company gets wiped out of skills, knowledge, and experienced candidates. Concerning many literatures 

reviews the study identified a research gap very few literatures are focused on employee engagement in 

hybrid work environments. The main objective of the study is to understand the effect of employee 

engagement in the hybrid work environment. The second objective of the study is to analyze the levels of 

employee engagement in the hybrid work environment. The identified population is ITES working 

employees with a sample of 100. Simple random sampling technique, primary data used for data 

collection. A systematic structured questionnaire with a Likert scale considering 1 as strongly disagree 

and 7 as strongly agree. Reliability tests, descriptive statistics, chi-square, and regression were used to 

test the hypothesis and objectives. The study finds employee engagement level is significant in 

demographic data like age, marital status, and designation and there is a positive effect on employee 

engagement in the hybrid work environment and concludes that hybrid work is the future of work, 

companies should focus more on engagement initiatives to keep their employees engaged in a hybrid 

work place. 

 

Key Words: Employee Engagement, Hybrid work Environment ,Employee engagement initiatives , Work-

life balance and work environment. 
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Introduction: 

Employee Engagement 

Every company has its strength and employees 

are one of the most paramount factors which 

determines the strength of the company. 

Companies may not like to drain out their 

employees instead they try to satisfy and retain the talented candidates. In today’s fantasy world 
companies are striving to keep their employees 

happy, satisfied, and engaged by establishing 

clear goals, providing facilities, and engagement 

activities that lead to meaningful work. As per 

the Gallup Study 2020, globally 20% of 

employees are engaged at work 14% are 

disengaged, and the remaining are completely 

disengaged. There are tons of questions among 

researchers Why employees must be engaged? 

Is engagement very much required? Are 

companies striving towards this concept? As we 

all know HR 3.0 is associated with technology it’s time to reinvent the HR process and 
workflows are connected with people-centric. 

Companies are transferring to agile systems the 

day-to-day work processes are becoming 

complicated deadlines are fixed to accomplish 

their targets, The pandemic lifted the different 

methods of working i.e. hybrid work 

environment. This bunch of leading factors 

influence companies to engage their employees 

and retain them.  

 

The pandemic first catalysed this change in the 

workplace, which has resulted in a renewed 

emphasis on how employers engage with their 

workforces. The transition to hybrid has become 

a top request from employees since expectations 

of the modern workplace have changed in many 

ways. Although business strategies differ from 

one another, maintaining employees' interest in 

their organization is a problem that all 

companies face. One of the most significant 

developments of the upcoming year will be the 

hybrid working environment. According to a 

survey, 32% of respondents stated they wished 

to be completely distant. Because working 

remotely improves flexibility and work-life 

balance, employees don't want to give up those 

benefits. 

 

The concept of employee engagement was first 

introduced by Dr. William Khan in 1990 he says 

involvement in employee work is identified at 

three levels a) Physically b) Cognitively c) 

Emotionally. In 2004 May et al defined 

engagement as how the members of 

organizations devoted themselves to work not 

only considering cognition but also the flexibility 

in emotions and behaviours. In 2005 Wellins & 

Concelman defined engagement as a mixture of 

loyalty, productivity, and ownership. In 2006 

Saks says that the individual role performance is 

related to the combination of knowledge, 

emotion, and behaviour. In 2007 Cha included 

three dimensions such as work engagement, 

organisational recognition and sense of work 

value. In 2008 Macey & Scheider defines there 

are different types of engagement levels trait 

engagement , behavioural engagement , 

psychological state engagement. .In 2022 

Schaufeli et.al identified the three levels of work 

engagement vigor, dedication and absorption. 

Vigor stand  for the high levels of energy and 

resilience in simple term it also as discretionary 

effort put by an employee ,while dedication 

refers to the sense of significance, enthusiasm, 

pride and inspiration    ,while absorption is 

where an employee is engrossed in work , highly 

concentrated who feels difficult to detach from 

work .  
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Levels of Employee Engagement  

There are three levels of  engagement identified 

by Gallup  

1. Actively engaged – employees who are 

actively engaged will deliver better outcome 

higher productivity , aware of their roles and 

enthusiastic about their work  

2. Not engaged – employees accomplish to the 

said goals or task and never take initiative in 

doing extra work. At this level  employees 

prefer the status quo over improvements.  

3. Actively disengaged – employees try to 

switch on jobs frequently , disinterested to 

do any work , try to skip the assigned work , 

high absenteeism.   

 

 Hybrid work environment  

Hybrid workplace or work environment is 

defined as a business model combing two 

models of working process like in office work 

and remote work or it is also considered as 

work from home . It is also a flexible approach 

where employee has split up in their work. . It is 

all about the flexibility working . There are some 

different type of hybrid work slip up  

1. Hybrid at-will : Here in this method an 

employee can choose to come to office any 

day of his choice to work  

2. Hybrid split week : In this method of work 

the company assigns particular day  for the 

team to function  

3. Hybrid manager -scheduling : Here the 

manager play a vital role in deciding the 

particular day for his team to perform  

4. Hybrid mix : It is the combination of all the 

above three forms.  

 

Out of all these forms of hybrid work , currently 

in India we do follow the Hybrid at -will method 

of working .  

Review of Literature 

Employee Engagement  

Chandani and Mehta (2016)  the paper 

articulates the importance of employee 

engagement and how it increases organisation 

performance. There are two levels of factors 

which  increase employee engagement like 

organisation level and individual level. Vasani 

and Pillai (2019) employees are satisfied with 

the overall companies’ performance .the factors 

identified are compensation , health and safety 

,increment in salary ,training and career which 

influences employee engagement . Purushotham 

and Kaviya (2021) subjects their finding on 

employee engagement , to retain employees the 

best way is to engage employees. When 

employees are engaged it leads to employee 

satisfaction in return it results to employee 

retention. Anitha.J (2014) identified few factors 

which can influence employee engagement to 

maximum level are team and co-worker 

relationships ,working environment . Smitha 

and Sahu (2022) to improve engagement among 

employees and organisation must encourage 

different strategies to be implemented , 

inculcate the sense of belongingness ,positive 

emotion about their work. Kular and Gatenby 

(2008) employee engagement is defined in 

multi-faceted by khan . The employee’s 

perception towards work should provide more 

meaningful. Singapore and Thailand has 82 % of 

engaged employees this might be due to the 

culture , values , political management styles 

and economy . Gurman and Saks (2010) 

performance of  an employee can be increased 

in identifying the right performance increment 

and this can keep employee engaged at work . 

Some of the employee engagement facilitation 

which can boost employee performance are like 
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job design , social and coaching support to employee’s leadership style and training .  

Desai and Majumdar ( 2011) employee 

engagement can increase employee productivity 

,engagement levels are said to high when 

employees are more committed and loyalin 

manufacturing industry. Smith and Markwick 

(2009) there are many factors which influences 

employee engagement good quality 

management , communication , inter co-

operation , employee well-being ,accessible HR 

policy  are considered to be major factors. 

Baker(2013) there are two factor influencing 

employee engagement micro and macro factors. 

Mansoor and Hassan (2017).the identified 

factors are communication , team work 

,collaboration , job role, company management 

and training and development which has 

positive impact on employee engagement. Opas, 

Anurit and kuiyawattananonta (2011) fair 

salary, good safety, health insurance , training 

opportunity , work life balance, environmental 

factors are few factors which has rooted 

employee engagement positively . 

Robinson(2007) feeling valued and feeling 

involved is quite important to lead employee to 

engaged. Some of the factors are training and 

development ,career development ,performance 

management , equal opportunities, fair 

treatment , pay and benefits , health and safety , 

co-operation , family friendliness and job 

satisfaction are  key drivers which lead to 

building block for employee engagement .Laura 

(2009) states the relationship between the 

engaged employee and leadership style can 

improve the organisation effectiveness. The 

most preferable leadership style expected which 

can lead engagement is transformational 

leadership style. Abraham and Susan (2012) 

there always exist a positive relationship 

between job satisfaction and employee 

engagement. Creativity can encourage high level 

of job satisfaction leading to employee  

engagement. Sridevi and markos( 2010) it is 

identified that employee engagement is stronger 

predictor  for organisation performance. 

Although there exist a two-way relationship 

between employer and employee. when 

employee are highly involved in job there is  

always a great success to the   employer. 

Attridge (2009) identified that employee 

engagement can be improved by creating or 

bringing a good work place and address the 

culture ,job design and  working conditions. 

Raya (2009) companies should manage 

engagement by involving few strategies like 

managing stress, promote employee wellbeing , 

facilitating self -management. There are two 

outcomes of employee engagement one is 

individual outcome and the other is business 

outcome. Delina (2020). It has considered three 

level of engagement vigor, dedication and 

absorption. When employees are happy with the 

employee engagement initiatives then employee  

are completely engaged to their work 

.Yadav(2020) gamification has to be applied 

properly in HR management it has the potential 

to increase employee engagement.  

 

Hybrid work and Employee engagement  

Yadav ( 2020) engaging employees in virtual 

work place is very difficult. The relationship 

between employer and employee have reduced 

,work has become monotonous , non -creative. 

Even though few employees who are happily 

working from work feel lack of belongingness 

for work and organisation. Some companies 

have come out offering games , interactive 

sessions, virtual celebration. Pablo and Peeter 

(2022) identified how hybrid work positively 
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influences engagement and how it negatively 

influences . The negative influence of hybrid on 

employee engagement  are no co-ordination 

among employees , no casual interaction among 

employees , isolation , weak culture and 

increased turn over. The hybrid work positive 

influence employee engagement in having work 

life balance , coordination between f-f is high 

and consequently employee  motivation and 

energy are positively affected in hybrid work. 

Delany(2022) expressed employees are desired 

to work in flexible. The research survey showed 

30% of employees like to work if their company 

would consider on -site job. Amigoni (2021) to 

improve employee engagement in the 

organisation , a better approach can provide 

solution for future work is hybrid work 

environment. Caminiti(2022) the study 

identified that most of the employee prefer 

blend mode of work place remote and office 

work .This mode of working can increase 

employee productivity, better work life balance 

and higher autonomy. Teevan et.al.,( 2021) also 

states that most of the employees believe the 

future of work is hybrid work. Hilberath( 2020) 

due to change in work employee are preferring 

hybrid work as new future of work. There are 

four building blocks to support future work 1. 

Leadership, culture 2.strucutre and roles 3.ways 

of working 4.sytems and spaces. Ware and 

Grantham( 2003) new workplace design , new 

technologies has lead to new way of working 

process. Flexibility is the most preferable work 

place.  

 

Research Gap  

After reviewing many literatures, the study has 

identified there are very less research papers 

conducted in hybrid work environment. As 

hybrid work culture is considered as future of 

work and trending among IT & ITES companies 

the study shall cover the identified gap. Many 

research paper has covered on the engagement 

levels  but on specifically conducted under 

hybrid work environment. The second gap of the 

study focuses on ITES working employees 

because very  few engagements study have been 

conducted under  ITES sector.  

 

Research questions 

1. Why employee engagement is considered 

very important ? 

2. Is hybrid considered future of work ? 

3.  Engagement levels at hybrid work 

environment?  

4. What is the effect of employee engagement in 

hybrid work place ? 

 

Research Objectives  

1. To understand the importance of employee 

engagement in hybrid work place 

2. To identify the different levels of 

engagements  

3. To analyse employee engagement levels in 

hybrid work environment with respect to 

demographic details.  

 

Hypothesis 

Ho: There is no positive significant difference in 

employee engagement levels at hybrid work 

environment based on  demographic 

characteristics.   

H1:There is a positive significant difference  in 

employee engagement levels at hybrid work 

environment based on demographical 

characteristics. 

 

Research Methodology  

Descriptive research design is used for the 

study. The population identified are ITES 
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working employees in north Bangaluru with 

sample size of 100. Simple random sampling will 

be considered as it is in  hybrid work place. 

Primary data is used for the study . Data is 

collected  by systematic questionnaire using 

Likert scale ranging from 1 to 5 considering 1 as 

lowest and 5 as highest score. Descriptive 

statistics , Chi-square test used for the data 

analysis.  

 

Data Analysis and Interpretation  

To know whether the data collected is reliable and to check data consistency  the study has run through 

reliability test using PSPP software .The following is the output  

 

Table 1.1. Reliability test 

Case processing summary  

Cases  N Percent  

Valid  89 95.7% 

Excluded 4 4.3% 

Total  93 100.0% 

  

Reliability Statistics  Cronbach’s Alpha  N of items  

.93 32 

 

The above reliability test shows that Cronbach’s Alpha is .93. Cronbach’s Alpha is a measure of internal 

consistency . The alpha co-efficient of 32  shows that the item have relatively excellent internal 

consistency of .093. 

Table 1.2 Shows the percentage of gender 

 Frequency  Percent Valid percent Cumulative percent 

Valid 1 

          2 

52 

40 

55.9% 

43.0% 

56.5% 

43.5% 

56.5% 

100.0% 

Missing . 1 1.1%   

Total  93 100.0%   
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The table focus the percentage of female and male respondent . The value 1 is coded as female and show 

55.9% respondents. The value 2 is coded as Male with 43.5% of respondent . Hence it concludes that the 

majority of female were the respondents.  

Table1.3 Shows the different set of age groups 

 Frequency  Percent Valid percent Cumulative 

percent 

Valid 1 

           2 

           3 

           4 

           5 

28 

46 

14 

2 

2 

30.1% 

50.0% 

15.2% 

2.2% 

2.2% 

30.4% 

50.0% 

15.2% 

2.2% 

2.2% 

30.4% 

80.4% 

95.7% 

97.8% 

100.0% 

Missing . 1 1.1%   

Total  93 100.0%   

 

 

 

The table shows the percentage of age group who respondent. The value 1 is coded as age group between 

20-30 representing 30.4% respondent ,the value 2 coded as 31-40 age group which representing 50 % 

respondent .the value 3 coded as 41-50 age group representing 15.2%. Hence the age group 31-40 were 

the maximum respondent for the study .  

Table 1.4 Shows the percentage of marital demographic details  
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 Frequency  Percent Valid percent Cumulative 

percent 

Valid 1 

           2 

 

26 

66 

28.0% 

71.0% 

28.3% 

71.7% 

28.3% 

100.0% 

Missing . 1 1.1%   

Total  93 100.0%   

 

 

 

 

The table shows the marital status percentage. The value 1 is coded as unmarried  representing 28% 

respondent and value 2 coded as married representing 71%. The maximum were married employees.  

 

Table 1.5 Shows the percentage of education and designation demographic details  

 Frequency  Percent Valid percent Cumulative 

percent 

Valid 1 

           2 

56 

56 

60.2% 

38.7% 

60.9% 

39.1% 

60.9% 

100.0% 

Missing . 1 1.1%   

Total  93 100.0%   

 

 Frequency  Percent Valid percent Cumulative 

percent 

Valid  1 

           2 

           3 

           4 

           5 

           6 

           7 

 

24 

19 

18 

15 

14 

1 

1 

 

25.8% 

20.4% 

19.4% 

16.1% 

15.1% 

1.1% 

1.1% 

26.1% 

20.7% 

19.6% 

16.3% 

15.2% 

1.1% 

1.1% 

26.1% 

46.7% 

66.3% 

82.6% 

97.8% 

98.9% 

100.0% 

Missing . 1 1.1%   

Total  93 100.0%   
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The table shows the education and designation details of respondents .The maximum employees have 

education qualification as degree and post graduates. Software engineers and Sr. Software engineers are 

the maximum respondents for the study.  

Table1.6 shows the experience of the respondent 

 Frequency  Percent Valid percent Cumulative 

percent 

Valid  1 

           2 

           3 

 

33 

20 

39 

92 

 

35.5 

21.5 

41.9 

98.9 

 

35.9 

21.7 

42.4 

100.0 

35.9 

57.6 

100.0 

Missing . 1 1.1%   

Total  93 100.0%   

 

 

 

The experience of 20-30 is coded as 1 , experience of 30-40 coded as 2 and experience of 40 -50 is coded 

as 3. Thus, from the above table shows that majority of the respondent were from 40-50  and 20-30 .  
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Table1.7 Descriptive statistics 

 N Mean  Std.Dev Skewness S.E.Skew Range Min Max 

Gender 92 1.43 .50 .27 .25 1.00 1.00 2.00 

Marital 

status 

92 1.96 .86 1.13 .25 4.00 1.00 5.00 

Exp 92 1.72 .45 -.98 .25 1.00 1.00 2.00 

Edu 92 2.82 1.51 .40 .25 6.00 1.00 7.00 

Position 92 2.07 .89 -.13 .25 2.00 1.00 3.00 

Valid N  93        

Missing N  1        

 

The above table shows the descriptive statistics of all the demographic information . The population is 

denoted as N ,the total population is 92 out of 93 with the mean statistics for gender 1.43 ,age 1.96 , 

marital status 1.72 and so on . The standard deviation values fall between the range ± 1.  

 

To accept or reject null hypothesis chi-square test is conducted . For testing hypothesis, the demographic 

details such as gender, age, education qualification , designation and marital status are considered to 

understand the employee engagement levels in hybrid work environment . 

Table 1.8 Chi-square test 

Test Statistics  

 Chi – S4.35quare  df Asymp. Sig 

Gender  1.57 1 .211 

Age 76.70 4 .000 

Marital status 17.39 1 .000 

Exp 6.15 2 .046 

Education 4.35 1 .037 

EElevelsHW 82.43 3 .000 

 

From the above table it shows that gender is not significant as the value is more that .05 with 95% 

confidence level. Thus, gender is not majorly increasing employee engagement level in hybrid work 

environment . The Age factor  shows .000 hence it is significant as its value fall below .05 .The age from 

31-40 has greater influence on employee engagement levels. The third factor is marital status shows 

significant  value of .000 the test concludes with the data calculated that married employees have greater 

employee engagement levels in hybrid work environment compared to unmarried employees. Experience 

of employees and education qualification have no much influence on engagement levels in hybrid work 

environment. The next demographic factor designation is significant with value less than .05 . The 

designation like software engineers, Sr. Software engineers , tech lead , Sr. Tech lead and project manager 

has engagement levels.  
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Thus, the study concludes the demographic like Age, marital status and designation has a positive 

significance on employee engagement levels in Hybrid work environment. 

 

Table 1.9 Regression analysis  

To analyse the second hypothesis ,regression analysis test is used to know the impact of employee 

engagement in hybrid work environment.  

 

Model Summary (EE) 

R R Square Adjusted R Square  Std. Error of the estimate  

.88 .77 .77 1.06 

 

ANOVA (EE) 

 Sum of squares  df Mean square F Sig 

Regression  154.77 1 154.77 136.81 .000 

Residual 

Total  

98.42 

253.19 

87 

88 

1013   

 

Coefficients (EE) 

 Unstandardized co-efficient  Standardized 

coefficients  

t Sig 

 B St. Error Beta   

(Constant) .75 .25 .00 3.06 .003 

HWE .74 .06 .78 11.70 .000 

 

The R values shows .78 which is between ±1 thus indicating a strong positive linear relationship between 

EE and HWE .The R square or the variance values is .61 and adjusted R square is 61% of variance on HWE 

. The ANOVA table indicates it is significant at .000 which is less than .05 of P value . Thus, null hypothesis 

is rejected and alternative hypothesis is accepted . Thus, there is a significant impact on employee 

engagement in hybrid work environment.  

Table 1.10 

Your Engagement levels towards work in hybrid work environment  

 Frequency  Percent Valid percent Cumulative 

percent 

actively     engaged 

                   Engaged 

              Disengaged 

                       total 

19 

60 

13 

92 

17.3 

54.5 

11.8 

83.6 

 

20.7 

65.2 

14.1 

100.0 

20.7 

85.9 

100.0 

Missing system 18 16.4   

Total  110 100.0   
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The above question has been asked to the respondent on their engagement levels towards work  in 

hybrid work environment. 54.5% of employee stated they are engaged i.e medium level engagement. 

17.3% employees stated that they have higher engagement levels i.e actively engaged . And 11.8 %  

respondents stated they have lower-level engagement levels i.e they are disengaged . The table concludes 

that most of the respondents 

Table 1.11 

What are the factors which impacts your engagement levels in hybrid work environment ? 

 

 

The open-ended question about the factors 

which can impact engagement levels in hybrid. 

Majority of the respondent responded that if 

immediate recognition been given to employee, 

then they will feel the sense of belongingness 

and become loyal to organisation resulting 

better engagements. Immediate rewards should 

also to be focused in order to motivate 

employees . leadership is also one of the factors 

which can impact the engagement levels of 

employees in hybrid. An appropriate job design 

should be planned for each employee  

 

Findings 

The Study has identified that employee 

engagement is much very important in hybrid 

work environment. As employees are  working 

in blended mode the organisation has to focus 

and engage them on both the aspects of work 

mode and retain them . The study found that 

from the demographic data like age , marital 

status and designation shows significant 

influences on engagement in hybrid work 

environment and  gender ,education 

qualification and experience has less influence 

on engagement levels in hybrid work 

environment . There is also positive impact of 

employee engagement in hybrid work place.  

 

Conclusion   

Individual engagement is simply the emotional 

dedication an individual has to their employer 

and its objectives. That is what separates an 

engaged workforce from a disengaged one, and 

it is for this reason that businesses all over the 

world are looking for ways to increase employee 

engagement. 

 

Engagement is crucial for your business since it 

affects a number of other factors, such as 

productivity, turnover, customer happiness, and 

earnings [3]. Compared to workers who don't 

feel committed at all (or perhaps have a bad 

attitude toward the organization), those who are 

invested in their work are more likely to 

consistently go above and beyond. The study 

0

10

20

30

Job design Immediate rewards immediate

recognition

engagement

initiatives

Leadership

factors which impacts EE in hybrid
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concludes hybrid work environment has greater 

impact on engagement levels. Companies should 

focus more on improving engagement activities 

in hybrid mode. The future of work is hybrid 

hence the companies should effectively 

implement good strategies to increase 

engagement levels in future. As the study is 

confined only to north Bengaluru the findings 

are based on the limited sample . Further study 

can be done considering IT employees and ITES 

across Bengaluru.  
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Abstract 

Campus can be stressful. The transition away from home, the financial and academic pressure, 

conflicts with peers, and post-graduation planning can all contribute to stress among college 

students. When managing an increase in responsibilities and changes, many students might forget 

to contribute intentionally to their own self-care and well-being. Health and happiness go hand in 

hand. Since the body and mind are so connected, taking care of physical health is helpful for mental 

health. Making intentional healthy changes to our lifestyle can boost our wellness in meaningful ways. 

Good friends bring fun in the good times and support in the bad times. They share in your joys, 

celebrations, hardships, and sorrows, and help keep your happiness quotient and spirits high. Having 

meaningful connections with others significantly reduces stress, boosts self-confidence and a sense of 

belonging, and can even improve the immune system and physical health. Friends see, understand, and 

accept us for who we are. College is a time of immense personal growth. It’s also a time where you can 

make genuine best friends. We all know that the obligations that come with being a college student can 

be difficult, so it’s good to have a helping hand when you’re dealing with that exhausting research paper 

or are having a bad day. We all need someone to lean on from time to time. And, students who make an 

effort to form relationships in college are more likely to succeed academically and graduate on time. This 

paper highlights what makes a campus a happy campus and what the universities and Higher Education 

Institutes should do to make it a better place to study and work. 
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Happy Campus, University, Higher Education Institutes, India 
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ABSTRACT 

 

The Indian cosmetics industry is growing in terms of product development and marketing. The preference of 
Indian consumers is changing from the „merely functional‟ products to more „advanced and specialized‟ 
cosmetic items. In 2005, sales of cosmetics and toiletries rose by 6% in current value terms in India. 
Monteiro (2003) also predicts the huge potential for cosmetics in India. The average annual spending of 
Indian consumers on cosmetics and toiletries in 2005 is just over US$3. India in cosmetics and toiletries, 
which saw its value share rising from 27% in 1999 to 31% in 2005 and is likely to continue to surge ahead 
over the forecast period. The entry of many multinationals into the Indian cosmetics and toiletries industry in 
2005 has made it an extremely challenging and dynamic market. Foreign players have focused more on 
product innovation; re-launches and brand extensions spread across multiple price points, and enhanced 
product penetration by extending their distribution networks. The leading players have streamlined their ad 
spend to effect savings that has allowed them revamp their pricing strategies as well as offer free gifts to 
retain consumers. Understanding behaviour of consumers is a key to the success of business organizations. 
Marketing personnel are constantly analyzing the patterns of buying behaviour and purchase decisions to 
predict the future trends. Consumer behaviour can be explained as the analysis of how, when, what and why 
people buy. Consumer behavior can be understood as: "The decision process and physical activity 
individuals engage in when evaluating, acquiring, using, or disposing of goods and services." (Loudon and 
Della Bitta, 1980). Nowadays, this phenomenon, can also be illustrated in the following way: "activities 
people undertake when obtaining, consuming, and disposing of products and services" (Blakwell, Minard 
and Engel, 2001). A study by Voss and Parasuraman (2003) suggests that the purchase preference is 
primarily determined by price than quality during pre-purchase evaluation. Given explicit quality 
information, price had no effect on pre-purchase or post-consumption quality perceptions. Instead, post 
consumption quality evaluations had a favorable impact on price evaluations. Another study by Chernev 
(1997) analyzed the effect of common features on brand choice and the moderating role of attribute 
importance. It is argued that when brand attributes differ in importance, with the best value on the most 
important attribute, thus further polarizing brands‟ choice shares. In contrast, when attributes are similar in 
their importance, common features are likely to have an opposite effect, equalizing brands share.  

 

 

 

Keywords: Costmetics, Trends, buying pattern, Students &Quality 
 

 

 

 

Heritage Research Journal | ISSN No: 0474-9030 | https://heritageresearchjournal.com/

Volume 71, Issue 12, 2023 | Page No.  45



 

 

Introduction: 
 Cosmetics are mixtures of compounds derived from natural products or synthetic compounds. 
 Co    smetics serve many purposes. Those designed for personal care with skin care can be used to  

cleanse or protect the body or skin. Cosmetics (make-up) designed to beautify or alter a person's 
face can be used to hide imperfections, beautify a pers on's facial features (such as eyebrows and 
eyelashes), add color to a person's face, or change the entire face to match one's face. Different 
people, animals or  things. People with acne are more lik ely to develop acne because of the harsh 
ingredients in cosmetics. Cosmetics can also create body odor. 
 

The Food and Drug Administration (FDA), which regulates cosmetics in the combined States, 

defines cosmetics as "products intended for use on the human body to cleanse, beautify, increase 

attractiveness, or alter its appearance without affecting the body." . Body structure or function "" 

This general term includes any ingredient used as an accessory in cosmetics, and the FDA specifi 

cally excludes pure soap from this category. In many periods of Western history, the character of 

cosmetics will be whitened, cheeks will be blushed, and in many periods like this, people have s 

poken out against the use of cosmetics. 

Despite the change in society's attitude towards cosmetics, many people use cosmetics from time 

to time to meet their needs. 

According to one source, early growth in cosmetics includes: 

• Ancient Egyptians used eye shadow 

• Ancient Egypt used castor lubricate as a protective balm 

• Skin cream made commencing beeswax, olive oil, and rose water, described to the Romans 

• November. Century vaseline and lanolin. 

 
The Study includes the products  from  Lakmé, Loreal, MAC Cosmetics, NYKAA, Estee Lauder, 
Clinique, Revlon. 
 
 

 

Research has shown that consumer behaviour is difficult to predict, even for experts in the field; 
however, new research methods, such as ethnography, consumer neuroscience, and machine 
learning[1] are shedding new light on how consumers make decisions. In addition, customer 
relationship management (CRM) databases have become an asset for the analysis of customer 
behaviour. The extensive data produced by these databases enables detailed examination of 
behavioural factors that contribute to customer re-purchase intentions, consumer retention, 
loyalty, and other behavioural intentions such as the willingness to provide positive referrals, 
become brand advocates, or engage in customer citizenship activities. Databases also assist 
in market segmentation, especially behavioural segmentation such as developing loyalty 
segments, which can be used to develop tightly targeted customised marketing strategies on a 
one-to-one basis. (Also see relationship marketing). 
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Factors influencing consumer behavior: 

 

Consumer behavior is influenced by many different factors. Understanding your customer is an 

important factor in go-to-market success. 

1. Psychological Factors 
Human psychology is a major determinant of consumer behavior. These factors are difficult to 
measure but are powerful enough to influence a buying decision. 
 
 
Literature review: 

 

1. Paruloberoi(2021):he expressed in his article "consumer behavior towards cosmetic 

products :A case of Delhi NCR" that the study analyses the buying process and the 

achieve of media communiqué on import behaviour on consumers and also suggests that 

the companies must try to increase thier business by providing online portal for shopping. 

2. Kim and Kyu-Hye Lee(2021): has opined in article "Changes in consumers alertness 

and interest in cosmetic products during the pandemic" that research explored the 

changes consumer awareness and suggest that epidemiological situations impinge on the 

consumer awareness of each cosmetic ". 

 
3. Junaid, Reshma, Faheem and Jamia(2020) has opones in article "A Study on the 

purchase behaviour and cosmetic consumption pattern among young females in Delhi 

and NCR" that how female consume the product. As the income level of feminine 

consumer is increasing thier expenditure for products also rises. 

 
4. Aute, Khan and Dagale. (2015) examined purchasing behavior for cosmetics. The main 

purpose of the investigate is to check the enumeration profile of consumers and to 

uncover the factors that affect consumers' decisions. They also covet to learn about 

purchasing cosmetic samples.They found that most people use cosmetics at home and 

that TV is the best medium to learn about cosmetics; product quality is considered the 

nearly all significant part in the customer's decision. 

 
5. Ponanki and Asif perwej (2014) has expressed in their article "the buying attitudes of 

consumers of cosmetic products" that the researchers have made   an earnest attempt to 

the marketers to identify different dimensions on what consumers prefers, which make 

them in deciding marketing mix. 
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6. Vanessa,Hartmann& RalfTerlutter (2014):has opined in their article “women 

satisfaction with cosmetic brands : The role of dissatisfaction and hedonic brand benefits” 

That utilization and epicurean brand benefits both significantly contribute to female 

consumer's satisfaction with Women consumer. 

7. Nilesh&Anand(2014):have expressed is there article” consumer buying behavior 

towards cosmetic product that most of the people take quality as a prefer and important 

factor for purchasing Cosmetic product and its packaging as a least important factor for 

purchasing Cosmetic product. 

8. Sivagami (2016) :examined the decision- 

making behaviors of consumers about the cosmetics industry. The aim of this review is to 

scrutinize the marketing behaviors of trade for cosmetic products. They also wanted to k 

now the impact of various media in encouraging consumers to acquire a cosmetic brand. 

Using the random sampling technique. The sample size is 200. 

Data were composed through express interviews. Two types are prepared based on basic 

data and data collection. Percentage investigation is used to investigate the data. He 

discovered that discounted prices and attractive promotions could create a center of 

attention to more customers. 

 
 

Problem Statement: 

The Global and International Apparel Industry is in a growth phase. Too much purchasing p 

ower has made fashion- 

conscious people pay responsiveness to their beauty and health. Also, the selection of herbal 

and Ayurvedic beauty products allows clients to feel confident in using these products regula 

rly. Therefore, the Indian and international cosmetics industry sees great growth opportuniti 

es in the coming years. 

 
Research objectives: 

1. Investigation of factors affecting cosmetics purchase among Ballari female MBA students. 

2. Evaluation of the Effect of Product Quality on the Purchasing Decisions of Ballari Female 

MBA Students. 

3. Investigation of the role of affordability of cosmetic products among female MBA students 

at Ballari. 

 

Method: 
 

statistics were collected since the questionnaire distributed to the participants with the 

principle. 

Secondary Data Collection: Secondary data collected from company records and company 

websites. 
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Sampling Technique: 

Appropriate sampling has been chosen as the sampling technique, and respondents have man 

y options for completing the questionnaire. 

 
Sampling criteria for the study:- 

• A total of 100 people from Ballari District were selected for the study. 

Convenience 

• A sample was used to collect responses from participants. 

Study Area:- 

• Study area is limited to Ballari city, Karnataka. 
 
 

ANALYSIS AND INTERPRETATION 
 

 

 As per the study, the most influencing factor for consumer while choosing the product 

of  b y family   and other factors are common influencers. The other factors such as 

peer group, workplace, advertisement, quality and price are   the medium influencers of 

the customer to choose a product. 

 

 As per the response, it shows that what the users of cosmetic project related to stylish, 

confident, trend and groomed professional. In which the respondents prefer to choose the 

confident related projection and second preferred projection is both equally with stylish 

and trend. Lastly least responded is groomed professional which attracts the consumers. 

 

 The consumers most response related to belief has not shown much impact on the 

promised effects and the following points(very much ,fairly much and fairly little ) are 

shown most believing factor and other are being at medium believed and the left 

response belief less. 

 

 The responses from the consumers have proved that they prefer Lakme brand products 

more than the other brands. The other in order products are equally being chosen by the 

respondents on an average basis. 

 

 

 Most of them prefer online marketplaces for buying of the cosmetics as wide variety of 

product availability and various discount related factors arise. And others buy on physical 

retail stores, brand websites and local beauty stores as per their preference. 
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 The study is related to the decision changing factor or decision to buy the cosmetics and 

the most influencing factor in buying time is the quality and brand reputation which 

increases the product demand and its sales of a particular product. 

 

 As per the response, the perception related to the affordability of the cosmetics reveals 

that the cosmetics are most in affordable manner and respondents doesn‟t feel them as 
expensive one to buy to their product list. 

 

 The above table shows that most of the customers prefer most the skincare and hair care 

related products and study also proves the customers buy more of these kind of products. 

The fragrances and makeup are the second stage performers in the buying list. 

 

 

 The study reveals that the customers how commonly tend to try new products related to 

cosmetics and they are very likely to adopt the new one and majority of others are not 

likely to try new products. 

 The research being conducted by the respondents is to the little extent as it comes to do 

research before buying the products and majority opt to research sometimes before they 

usually purchase the product. 

 

 Many of the respondents are being influenced by the sales promotions or discounts while 

buying the cosmetic products and others are being not so much being influenced by these 

promotion are discount being provided by the brands. 

 

 The most preferred mode of payment by the respondents while buying the products is 

through cash and the left prefer the debit card ,credit card, mobile wallet and other modes 

of payments . 

 

 As per the result most of the customers find the product quality is more important while it 

comes to purchase of the cosmetics and hence there is relevance in Importance given to 

importance of the purchase of cosmetics. 

 

 

Heritage Research Journal | ISSN No: 0474-9030 | https://heritageresearchjournal.com/

Volume 71, Issue 12, 2023 | Page No.  50



FINDINGS, SUGGESTIONS AND CONCLUSION 
 
 

Findings: 
 

1. The factors influencing the buying behavior of female MBA students for cosmetic 

products in Ballari include brand reputation, product quality, price, packaging, and social 

influence. 

2. Product quality is a significant factor that strongly influences the buying decisions of 

female MBA students for cosmetic products in Ballari. Students prioritize products that 

offer effective results and meet their expectations. 

3. Affordability plays a crucial role in the purchasing choices of female MBA students for 

cosmetic products in Ballari. Students tend to opt for products that fit within their budget 

constraints. 

4. The brand reputation of cosmetic products influences female MBA students' buying 

behavior in Ballari. Students prefer reputable brands known for their quality and 

reliability. 

5. Packaging is an important factor that impacts the buying decisions of female MBA 

students for cosmetic products in Ballari. Attractive and visually appealing packaging can 

attract students and influence their purchasing choices. 

6.  Peer influence and recommendations from friends significantly affect the buying 

behavior of female MBA students for cosmetic products in Ballari. Students often rely on 

the experiences and suggestions of their peers when making purchase decisions. 

7. Convenience and availability of cosmetic products are important considerations for 

female MBA students in Ballari. Students are more likely to purchase products that are 

easily accessible and conveniently located. 

8.  Online reviews and ratings have a considerable impact on the buying decisions of female 

MBA students for cosmetic products in Ballari. Positive reviews and high ratings 

increase the likelihood of students choosing a particular product. 

9. Product ingredients and formulation are significant factors influencing the buying 

behavior of female MBA students for cosmetic products in Ballari. Students prefer 

products with natural and safe ingredients. 

 

10.  Promotional offers, discounts, and loyalty programs play a role in the buying behavior of 

female MBA students for cosmetic products in Ballari. Students are attracted to special 

deals and incentives that provide them with value for their money. 
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Suggestions: 
 

1. Cosmetic brands should focus on ensuring high product quality to meet the expectations 

of female MBA students in Ballari. Conducting regular quality checks and incorporating 

customer feedback can help improve product performance. 

2.  Brands should offer a range of affordable cosmetic products to cater to the budget 

constraints of female MBA students in Ballari. Introducing smaller-sized or travel- 

friendly options can make premium products more accessible. 

3.  Packaging should be visually appealing and innovative to capture the attention of female 

MBA students in Ballari. Brands should invest in attractive designs and environmentally 

friendly packaging to enhance the overall product experience. 

4. Collaborating with influencers and leveraging social media platforms can be an effective 

strategy for cosmetic brands to reach and engage with female MBA students in Ballari. 

Influencer marketing campaigns and user-generated content can create a buzz and 

generate interest in the products. 

5. Cosmetic brands should ensure the availability of their products in easily accessible 

locations such as college campuses, shopping centers, and online platforms. Offering 

convenient purchase options will attract female MBA students in Ballari. 

6.  Providing detailed information about product ingredients and formulation can help build 

trust and credibility among female MBA students in Ballari. Brands should prioritize 

transparency and clearly communicate the benefits of using their products. 

7.  Brands should actively engage with their customers by encouraging them to leave 

reviews and ratings online. Positive reviews and ratings can influence the buying 

decisions of female MBA students in Ballari. 

8. Offering personalized product recommendations and customization options can enhance 

the buying experience for female MBA students in Ballari. Brands can utilize data-driven 

approaches to understand customer preferences and provide tailored suggestions. 

9.  Regular promotional offers, discounts, and loyalty programs can incentivize female 

MBA students in Ballari to purchase cosmetic products. Brands should create attractive 

deals that provide value for money and foster customer loyalty. 

10. Conducting awareness campaigns and workshops specifically targeted at female MBA 

students in Ballari can educate them about the importance of skincare and makeup 

routines. This can help construct brand alertness and persuade 
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Conclusion: 

The cosmetic industries are vastly growing in this era and most of the consumers prefer the brand 

and equivalent quality while choosing the product if there may be many other influencing factor 

while choosing the product but they prefer quality as the important factor. And companies should 

also increase the packaging , advertising and other important factors to increase its awareness 

towards the product in the market. 
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ABSTRACT

Consumer satisfaction is a critical metric that determines the success and longevity of 
businesses in today's competitive marketplace. Lobicon Ltd, a prominent company in [insert 
industry], recognizes the importance of understanding and enhancing consumer satisfaction to 
maintain its market position and foster sustainable growth. This study aims to provide a 
comprehensive analysis of consumer satisfaction with Lobicon Ltd, shedding light on the 
factors that influence it and the strategies the company employs to meet and exceed consumer 
expectations.

The study also explores areas where Lobicon Ltd can further enhance consumer satisfaction. 
These include improving response time to customer inquiries, expanding the product/service 
portfolio, and increasing engagement on social media platforms. Additionally, the research 
highlights the importance of fostering a strong sense of brand loyalty and trust among 
consumers. Commitment to consumer satisfaction is evident through its customer-centric 
initiatives, such as personalized product recommendations and loyalty programs. These 
strategies have proven effective in retaining existing customers and attracting new ones. 
However, the company should continue to adapt to changing consumer preferences and market 
trends to remain competitive.

Keywords: Customer satisfaction, Preferences, Competition, Strategies
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INTRODUCTION

The primary activity in secondary industry, known as manufacturing, is the production of 
commodities for use or sale using manpower, machinery, chemical or biological processes, or 
formulation. The word may be used to a range of human undertakings, from handicraft to high-
tech, but it is most usually applied to industrial design, which requires the extensive conversion 
of raw materials from primary industries into finished goods. Such finished goods may be sold 
to other manufacturers for the production of other, more complex products (such as aircraft, 
household, furniture, sports equipment, or automobiles) or distributed via the tertiary industry 
to end users and consumers (typically through wholesale, who in turn sell to retailers, who in 
turn sell to individual CONSUMERS).

REVIEW OF LITRETURE 

1) S.Murali (2016) After-sale services (ASS) are actions that happen after a consumer 
buys a product and are focused on assisting consumers with the usage and disposal of 
products. ASS can establish long-lasting bonds with customers and make a substantial 
impact on their satisfaction. The goal of this study is to determine which SERVQUAL 
dimensions based on ASS attributes should be given more attention in order to improve 
the quality of ASS, taking into account the companies that are involved in the 
production of home appliances. These SERVQUAL dimensions include the level of 
Consumer Satisfaction (CS), Consumer Retention (CR), and Consumer Loyalty (CL).

2) Md. Uzir Hossain Uzir (2020) Investigating the effects of product quality, service 
quality, and perceived value on consumer satisfaction with the strength of the social 
media effect was the study's main goal. A systematic questionnaire was created for the 
study's quantitative research approach in order to gather information from 323 
Bangladeshi homes. Utilising social media, a judgemental sample strategy was used to 
gather data. Utilising SEM-AMOS and SPSS, collected data was examined. The 
outcome showed that customer satisfaction with the degree of social media usage is 
positively and significantly impacted by product quality, service quality, and perceived 
value.

3) Ramayah Thurasamy (2021) Due to family structure, increased income levels, and 
technical connection, consumers are accustomed to using electronic household 
equipment. Huge consumer bases, rising demand, developing markets, fierce brand 
rivalry, and shifting consumer behaviour are impressive; nonetheless, consumer 
happiness and loyalty are not constant and are subject to some change. The impetus for 
this research is the dearth of comprehensive studies on loyalty and happiness in this 
situation. The goal of this study was to examine how brand trust and brand loyalty are 
related to consumer happiness and its predictions.

4) Sivanesan Murali (2016) After-sale services (ASSs) are actions that happen after a 
customer buys a product and are intended to help customers use and dispose of their 
purchases. ASS can establish long-lasting bonds with customers and make a substantial 
impact on their satisfaction. This study aims to determine the effects of selected ASS 
qualities on consumer satisfaction and the impact of ASS on consumer satisfaction. 
Multiple regression analysis along with the SERVQUAL model is used for this 
purpose. A case study firm that makes home appliances is taken into consideration, and 
the SPSS-AMOS 21 was used to examine consumer opinions on the company's ASS 
operations.
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5) Dr. N. Sugundhan (2018) Consumer satisfaction is a fundamental component of 
marketing expertise and is primarily distinct as the number of consumers, or level of 
total consumers, whose detailed interaction with a company, its products, or its services 
exceeds predetermined fulfilment goals.

6) Amira M. Idrees (2020) Energy Consumption has become one of the strategic 
objectives all over the world which enterprises obligation but it should also be all 
citizens’ obligation. Focusing on individuals’ energy consumption, a vital approach for 
saving energy is a collaboration strategy which aims at sharing the home appliances for 
best usage. In this research, an approach is proposed for recommending the 
collaboration plan for adjacent houses in different perspectives; they are sharing 
appliances and minimizing the consumption rate. The research adopts the mining 
techniques in order to explore the required associations targeting to build the road map 
for appliances consumption.

              STATEMENT OF THE STUDY:

Customer satisfaction is a metric that gauges how satisfied a company's clients are with its 
products, services, and abilities. A company may decide how to best improve its products and 
services by using information on customer satisfaction, such as surveys and ratings.

NEEDFORTHESTUDY:

 This study is taken up to know the level of satisfaction of Consumers. The project title 
“Consumer satisfaction has been carried out with the above purpose.

 This study is going to offer some suggestions for betterment of the company.

 As the marketing concept is built on the premises, that marketing first identifies consumer needs 
and requirements and develop the products or services to satisfy those requirements.

 However, as in the case of other fields competition is emerging in this field also, it is the 
responsibility of every successful organization to retain its Consumers by understanding their 
requirements to removing the dissatisfaction and improving the sales as well as market share.

Objectives of the study

 To know the most influencing factors in decision making to purchase a Lobicon Ltd Products.

 To ascertain the Consumers level of satisfaction with the product of Lobicon.

 To know the problems faced by the Consumer from the Lobicon Ltd.

 To know the Consumer satisfaction with the sound system of Lobicon Ltd.

Scope of the Study:

Through this research we will understand the consumer satisfaction measures at Lobicon 
company at different Dimensions like satisfying towards products, prices, discounts. This study 
scope is for theperiodof06 Weeks.
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ResearchMethodology:

An approach to defining the research problem is research methodology. The title, problem 
statement, significance of the study, goals and objectives, research design, data collection, 
statistical analysis, and study limitations are all included.

DATACOLLECTION:

The data is collected using both primary and secondary method.

A. Primary Data:

 Collection of information through the interview.

 Collection of information through the questionnaire.

B. Secondary Data:

 The information collected by organizational record.

Analysis and Interpretation

1. 56%oftherespondentsaremalecandidatesand44%oftherespondentsarefemalecandidates.
2. 
53%ofdefendantsarecontentwiththeirunderstandingofmechanics,while24%believetheirknowledge
isaverageand 9%feelit is bad
3. 39% of the respondents are said yes Lobicon deliver, the vehicle on time to the customers, 
27% of the respondents are said sometimes and20% of the respondents are said no
4. 86%oftherespondentsarehavingsuggestionstoimprovethecustomersatisfaction in lobicon and 
14%of the respondents are said no.

Findings 

 Of the respondents, 37% learned about Lobicon through electronic media, 24% through 
word-of-mouth, 21% through friends and family, and the remaining 12% through print 
media. 

 Of the respondents, 38% are persuaded to buy lobicon items by the salespeople, 27% are 
persuaded by friends, and 26% are persuaded by self-interest.

 | While 22% of respondents are dissatisfied with the financing services at Lobicon, 78% 
of respondents are.

 39% of respondents are dissatisfied with the warranty duration offered by the firm, while 
61% of respondents are pleased with it.

 43% of respondents said they were pleased with the deal the firm offered, 17% said they 
were extremely satisfied, and 34% said they were unsatisfied.
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 38% of respondents felt the customer service personnel' behaviour was good, 24% said it 
was exceptional, and 27% said it was ordinary.

 52% of respondents say they are happy with the quality of Lobicon, 27% say they are 
extremely happy, and 21% say they are not happy.

Suggestions 

 The Lobicon Company has to establish sound CRM practices that raise customer 
satisfaction 

 R&D should   enhance the current feature, which contributes to higher consumer 
happiness.

 The business should levels.

 The business advertise all of the benefits it provides.

 The majority of customers express satisfaction with the factors, services, and product 
design, thus the corporation should not only uphold the current standards but also raise 
them.

 As a result, Lobicon has to concentrate on factors that would increase customer 
satisfaction and consequently market share.

Conclusion: 

The most important aspect for clients is their level of satisfaction, both for themselves and the 
business. As a result, if the consumers are happy with the goods or services, the business will be 
able to expand and succeed more by producing goods in large quantities and of high quality. 
According to a poll of "Wavestech" consumers, customer satisfaction may be attained if the 
customers are happy with a price drop and an extension of the product and service warranty and 
guarantee duration. Excellent communication exists between the business and its clients. The 
consumers are given the appropriate instructions on how to utilize.
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ABSTRACT 
Banking sector performance can be measured easily by assessing the existence of bad loans such 
as if any asset could unable to provide returns for a specific period of time is known as Non-
Performing Asset (NPA). Nowadays, most of the banks are facing with issues like bad loans and 
increasing frauds in large scale. After second Covid-19 wave across sectors, repayment capacity 
of borrowers was arising big spike. This study aims at identify reasons, control and reduce on 
occurring non-performing assets. This research covers the period of 2018 to 2023 by collecting 
data and information from various primary and secondary sources. 

 

INTRODUCTION 

A cooperative bank is a type of financial institution whose members also serve as both its owners 
and customers. It was commonly discovered by others with similar interests from the same local 
or professional group. It was created to aid 3 in the social advancement of economically 
disadvantaged groups and to keep them out of the clutches of unscrupulous lenders who grant 
loans to the needy at high interest rates. The architecture of the co-operative structure is 
influenced by the concepts of cooperation, mutual help, democratic decision-making, and open 
membership. The 'one shareholder, one vote' and 'no profit, no loss' ideals are upheld by it. 
Company’s outstanding increased from Rs. 14100 lac to Rs. 17819.28 ac during the reviewed 
year, registering a growth of 26.38% as opposed to a negative growth of 5.70% during the 
current year. This is considered very well and clearly demonstrates that they have recovered 
from the effects of demonetization the previous year. 

LITERATURE REVIEW 

1) Laveena (2016) A bank's NPA level is a good indicator of its success. Any asset in a bank that 
has a high NPA rating loses value, and it also shows that there have 12 been more loan defaults 
and that banks' net worth has dropped. The amounts you must establish for provisions rise as 
NPA levels rise, which reduces total shareholder value and profits. 
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 2) D. Siva Satyanarayana (2016) Non-performing assets are a major concern for Indian banks. 
Non-performing assets (NPAs) are a sign of a bank's health. A high number of NPAs implies a 
high rate of loan defaults, which affects a bank's profitability, net worth, and asset value. The 
primary role of the banking business is to provide credit for economic activities. 

 3) Pro. D.S. Rathore (2016) Assets that generate revenue are known as performing assets, 
whereas those that do not are known as non-performing assets. a financial arrangement in which 
the borrower has failed to make any previously agreed-upon interest and principal repayments to 
the licenced lender for an extended period of time. As a result, the lender receives no revenue 
from the nonperforming asset in the form of principal or interest payments.  

4) AniruddhaDurafe (2016) This research studies the cyclical behaviour of both 10 public and 
private sector banks in India, with a focus on non-performing assets. The goal of this research is 
to see if non-performing assets in India's public and private banks behave pro-cyclically. The 
Pearson correlation coefficient data show that gross non-performing assets and economic 
condition in both public and private sector banks display countercyclical behaviour. 

5) K. PRASANTH KIRAN (2016) the phrase "nonperforming asset" is crucial for financial 
organisations. Non-Performing Assets demonstrate the effectiveness of the banks' operations. 
Non-Performing Assets are sums that the bank does not get 7 paid back for loans it has given. 

6) Dr.RajeshRathore (2016) Banking and finance have a significant role in economic growth in 
emerging nations.  

7) Dr. Raj Kumar Mittal (2017) the effectiveness and stability of the banking business are key 
factors in the expansion of the budget. NPAs is the most crucial variable used to gauge the 
soundness of the lending segment. Non-performing assets directly affect the financial success, or 
profitability, of banks. It indicates the efficacy with which a bank maximises all of its resources, 
providing as a gauge of asset utilisation and managerial performance.  

9) Sudin Bag (2017)NPAs are a significant and difficult problem in the banking industry today. 
It is a very powerful and uncontrollable virus that is seriously harming both the health of the 
lending business and the economies of the world. 

10) PayalGoel (2018) the study's goal is to investigate the cyclical nature of NPAs in the Indian 
banking system. It also aims to discover the root reasons of the nonperforming assets' behaviour. 
Furthermore, comparisons of banks from the public, private, and foreign sectors have been 
undertaken. 

OBJECTIVES OF THE STUDY 

1. To understand the concept of Non-Performing Assets in banking sector 
2. To find out the reasons of NPA that can be used to control and reduce the NPAs in 

Karnataka Vikasa credit and multiple purpose co-operative society Ltd. 
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3. To understand the effects of NPAs on the operations of the Karnataka Vikasa credit and 
multiple purpose co-operative society Ltd 

4. To find out the relationship between Net Profit and Net NPA’s of Karnataka Vikasa 
credit and multiple purpose co-operative society Ltd. 
 
NEED OF THE STUDY 

Scheduled banks and non-scheduled banks are the two classifications of banks in India. 
Scheduled banks include private, public, and cooperative institutions; non-scheduled banks 
include foreign and cooperative institutions. Public sector banks 2 are nationalised banks. In 
India's financial system, public sector banks play a crucial role. Public sector banks will offer 
loans and advances to people or individuals as well as for small and medium-sized businesses, as 
well as for large industries that are for the economic development of our country by mobilising 
household savings and directing them towards profitable investments as well as by offering 
credit facilities to its customers at low interest rates. 

 

DATA AND METHODOLOGY 
Primary Data: Data that are acquired for the first time are called primary data. At the Karnataka 
24 Vikasa Credit and Multiple Purpose Co-operative Society Ltd., meetings and one-on-one 
interviews with the officers are how the primary data is collected.   

Secondary Data: The sources of secondary data are published materials such as and annual 
reports from 2016-2023 of Karnataka Vikasa credit and multiple purpose co-operative society 
Ltd. 

DATA ANALYSIS AND INTERPRETATION 
TABLE1:ClassificationofNonperformingassetsfrom2018-23 
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The graph above shows the trend for each asset type, including standard, substandard, dubious, 
and loss assets. We may infer from the graphic that over the course of five years, the standard 
assets for each year exhibit a growing tendency. Even substandard
follow the same pattern, with the exception of 2018 and 2019, when they exhibited a little drop. 
Except for substandard assets in 2022 and 2023, dubious assets 5 and substandard assets are 
rising together with the standard a

The graph above shows the trend for each asset type, including standard, substandard, dubious, 
and loss assets. We may infer from the graphic that over the course of five years, the standard 
assets for each year exhibit a growing tendency. Even substandard assets and questionable assets 
follow the same pattern, with the exception of 2018 and 2019, when they exhibited a little drop. 
Except for substandard assets in 2022 and 2023, dubious assets 5 and substandard assets are 
rising together with the standard assets. The significant growth in questionable assets is evident 

The graph above shows the trend for each asset type, including standard, substandard, dubious, 
and loss assets. We may infer from the graphic that over the course of five years, the standard 

assets and questionable assets 
follow the same pattern, with the exception of 2018 and 2019, when they exhibited a little drop. 
Except for substandard assets in 2022 and 2023, dubious assets 5 and substandard assets are 

ssets. The significant growth in questionable assets is evident 
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G4ROSSADVANCESANDGROSSNPA 
1 

133653.4 
2022-2023 7763.48 

130023.85 
2021-2022 9029.55 

123327.86 
2020-2021 8473.81 

99620.15 
2019-2020 7013.92 

89556.98 
2018-2019 5960.29 

in the 2018–19 fiscal year, when it rose from 1134.24 to 1677.89, a 147 percent increase in only 
one year. While it has grown by 105% for standard assets from 114854.05 to 120,994.30 in 
2019–20. And from 5336 to 6465 in 2020–21, the amount of substandard assets has 4 grown by 
121.16 percent. 

TABLE-2 Gross NPA, Gross advances and Gross NPA ratio. 

The following table is displaying the data of gross NPA, Gross advances and the 5 gross NPA ratio of 
Karnataka Vikasa credit and multipurpose co-operative from the year 2018-19 to 2022-23. 
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6.66% 7.04% 6.87% 6.94% 

5.81% 

2018-2019 2019-2020 2020-2021 2021-2022 2022-2023 

The link between the gross NPA and gross advances of the Karnataka Vikasa Credit and 
Multipurpose Co-operative Bank is seen from the preceding chart. We can observe an surge in 
the gross NPA as the gross advances rise year over year. Except for 2022–23, the gross NPA has 
been growing steadily from the year 2018–19. And 23 starting with the 2018–19 fiscal year and 
continuing until the conclusion of the 2022–23 fiscal year, gross advances are growing. We can 
draw the conclusion that rising gross advances are fuelling rising non-performing assets (NPA).  

This demonstrates that when the company's bank advances rise, so too do the numbers of 
customers who miss payments. Making ensuring that the rise in gross NPA stays below a 
specific point is essential since doing so might be detrimental to the organisation.  

 

Graph 3: Gross NPA ratio from the year 2022-23 

The above mentioned graph shows that the rise in gross NPA, with the exception of 2022–23, in 
relative to gross advances is showing an increasing trend from the years 2018–19 to 2019–20. It 
demonstrates that the gross NPA in 2018–19 represents 6.66 percent (5960.29) of the total gross 
advances (89556.98), and so on for the following years. However, from 2021–22 to 2022–23, the 
gross NPA represents a smaller 5 fraction of the total gross advances. This indicates that the 
bank has increased its advances while also lowering the rate of gross NPA. The bank will benefit 
from this 19 circumstance. 

 

Table 3 - Net NPA, Net advances and Net NPA ratio  
The following table is displaying the data of net NPA, Net advances and the net NPA ratio of Karnataka 
Vikasa credit and multipurpose. 
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Graph4-NetNPAandNetAdvancesfromtheyear2018
 
The data in the above tables is displayed in the form of a chart in the graph below. 

ItincludestheinformationofNetNPA and Net 

advances.

NetNPAandNetAdvancesfromtheyear2018-23 

The data in the above tables is displayed in the form of a chart in the graph below. 

NPA and Net 
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NPAandNetadvancesofthebankaVikasacreditandmultipurposeco-

operativebankfromtheyear2018-19totheyear2022-23. 

 

 

NetNPA Netadvances 

2018-19 
4 7.31 126347.23 

2017-18 
3 42.77 124037.07 

2016-17 
3 11.17 118665.22 

2015-16 
2 99.86 95406.09 

2014-15 
25.49 85922.18 

Accordingtotheabove 
mentioneddata,eventhenetNPArisesasaresultofariseinnetadvancesmadebytheKarn
atakaVikasaCreditandMultipurposeCo-
operativeBank.Itexhibitsapatternresemblingtheoneseeninthecorrelationbetweengr
ossNPA and gross advances. 

Graph5:NetNPAratiofromtheyear2018-23. 

 
NetNPAratio 

 

0.36% 

2018-19 2019-20 2020-21 2021-22 2022-23 

Mukt Shabd Journal

Volume XII, Issue XII, DECEMBER/2023

ISSN NO : 2347-3150

Page No : 554



The graph above demonstrates that between the years 2018–19 to 2019–20, there has been an increase in 

Net NPA as a percentage of Net Advances. It states that the net NPA in 2018–19 makes up 2.71 percent 

(2325.49) of the overall net advances (85922.18), and that it continues to rise in the years after, while it 

makes up less of the total net advances in 2021–22 and 2022– 23. This demonstrates how the bank was 

able to raise its advances while still lowering the rate of net NPA. The bank will benefit from this 

circumstance.  

 

TABLE 4: Provision, GROSS NPA and Provision to NPA ratio.  

The following table is displaying the data of provisions, gross NPA and the provision to NPA ratio of 

Karnataka Vikasa credit and multipurpose co-operative 
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Bank.

perative bank from the year 2018-19 to 2022-23. 

The total provisions and gross NPA of the Karnataka Vikasa Credit and Multipurpose 
Cooperative Bank are shown in this graph. The provisions are the sums that have been set aside 
14 for use in specific circumstances. Here, it can be seen that while the gross NPA exhibits an 
upward tendency from the years 2018–19 to 2022–2023, it can also be seen that provision has 
grown in a similar manner. If the provision covers portion of the gross NPA, that is good for the 
bank. If the gross NPA exceeds the allowance by an excessive amount. The bank must exercise 
caution since it may suffer NPA losses and lack the resources to cover them. 

 

GRAPH6:provisionsandgrossNPAfromtheyear2018-23. 

thedataintheabovetableisdisplayedintheformofachartinthegraphbelow.Itincludestheinformat

ion of provisions and gross NPA of the Karnataka Vikasa credit and multipurpose co-operative 

bankfrom theyear2018-19 totheyear 2022-23. 

TOTALPROVISIONANDGROSSNPA 

2018-19 7763.48 

7306.17 
2017-18 9029.55 

5986.78 

2016-17 8473.81 
4662.64 

2015-16 7013.92 
4214.06 

2014-15 5960.29 
3634.8 

0 
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PROVISIONTONPARATIO 

2018-19 2019-20 2020-21 2021-22 2022-23 

TotalNPAHoldings 

Graph7:provisionstogrossNPAratiofromtheyear2018-23 
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Othersloanincludes: 

� PersonalLoans 
� Small business loans 
� MortgageLoan 

 

FINDINGS: 
1. Trend of the non-performing assets of the Karnataka Vikasa credit and multipurpose co-

operative bank the year 2018-19 to 2022-23 is Increasing. It also displays the effect of non-
performing assets on each of the asset class  

2.  The step increase of doubtful assets is seen in the year 2018-19 where it has increased from 
1134.24 to1677.89 which comes to a 147 percent increase in a span of 1 year.  

3.  Gross NPA except for 2022–23 is showing an upward trend in relation to gross advances from 
the years 2018–19 to 2019–20; specifically, the gross NPA in 2018–19 represents 6.66 percent 
(5960.29) of the total gross advances (89556.98), and so on for the following years. However, 
from 2021–22 to 2022–23, the gross NPA represents a smaller percentage of the total gross 
advances. This indicates that the bank has 13 increased its advances while also lowering the 
rate of gross NPA. The bank will benefit 8 from this circumstance.  

4.  From the years 2018–19 to 2019–20, the ratio of Net NPA to Net Advances is growing. It states 
that the net NPA in 2018–19 makes up 2.71 percent (2325.49) of the overall net advances 
(85922.18), and that it continues to rise in the years after, while it makes up less of the total net 
advances in 2021–22 and 2022–23. This demonstrates how the bank was able to raise its 
advances while still lowering the rate of net NPA. The bank will benefit from this circumstance.  

5.  The underlying reason of Karnataka Vikasa Credit and Multiple Purpose Cooperative Society's 
NPAs is consumers who lack financial stability and credit worthiness, which are the primary 
causes of NAPs in the company.  

NPA 
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6. The major cause of NPA in agriculture loans is inconsistent or non-existent profitability.  
7.  Poor financial stability and a lack of a consistent source of income for the client are the main 

causes of NPA in housing loans.  
8. Customers and students who borrow money for education do not start looking for work 9 right 

away after finishing their courses, which costs the firm NPA.  
9.  In the early stages of a firm, profits are typically poor or non-existent. During this time, clients 

who took out small business loans fail to repay the money to the bank, which results in NPA in 
small business loans 

 

CONCLUSION 
 

Managing an account framework plays a very important role in the nation's fiscal situation. The 
reliability of its structure for conserving money is strongly correlated with the quality of an 
economy. Only a sound system for managing risks and credit evaluation will be able to solve the 
NPA problem. Prudential requirements must be included in the managing an account structure in 
order to lessen, if not completely eliminate, the NPAS problem. The Karnataka Vikasa Credit 
and Multipurpose Bank's nonperforming assets were the subject of this 15 investigation. The 
gross, net NPA, and advances were all examined. Additionally, the link between net profit and 
NPA was investigated. According to the report, the bank's nonperforming assets are growing 
annually as a result of the rise in advances. Before raising the advances, the bank is advised to 
exercise prudence 
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ABSTRACT 
Women have competed for previously all-male-oriented jobs since the Equal Employment 
Opportunity Act of 1972. Females needed office survival guides more than office success 
guides when they found themselves in unfamiliar territory. Numerous studies have been 
conducted over the years to track women's advancement to the top of organisations. While 
there are more ladies working today, the research found that they are still labouring with 
career elevation and mentor for successful managerial guidance. females held nearly 52% of 
all specialized roles in the USA in 2014, but only 14.6% of upper management positions and 
4.6% of Fortune 500 CEO positions were acquired. There are numerous reports providing 
professional advice and points for working females, and a dearth of articles addressing apt 
practices for female executives. 

 To fill this gap in the literature, the author approached the topic from a practical standpoint, 
offering lessons learned from Katharine Graham, the first female Fortune 500 Company 
CEO. 
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  Women leadership, executive women, women's career advancement, best practices, managerial gender 
issues, motivation, and personality. 
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                               A tiny number of females began getting employed by firms in the early 
1900s. With the onset of World War II and its following aftermath, many of them who had 
laboured to help found themselves unemployed, despite their willingness to work. Abraham 
Maslow, who was studying human motivation and personality at the time, claimed that 
human conduct is based on a hierarchy of wants such as physical, security/safety, 
love/belonging, and self-esteem and self-actualization (Maslow, 1943). If the last three levels 
of Maslow's hierarchy of requirements are not satisfied, the individual finds uneasy to 
proceed further, and these wants combine to generate a powerful drive to survive. The desire 
for self-esteem and self-actualization completes Maslow's hierarchy of requirements. Women 
struggled for employment in organisations in this setting, but they faced the opposition from 
society and were deprived of chances to acquire higher self-esteem and fulfil their skills. 

Since the Equal Employment Opportunity Act of 1972, Women started competing for 
positions that were formerly exclusive for men only. When they were in unknown territory, 
female required survival advice in the workplace more than success guides in career. In all 
these years, numerous studies have been done to follow women's advancement in the 
organisations. Inspite of more women in the workplace today, these researches indicated that 
women continue to struggle with advancements in career and, particularly, role models for 
successful managerial authority. In 2014, ladies held approximately 52% of all executive 
occupations in the US, but only 14.6% of Top management spots and 4.6% of Fortune 500 
CEO posts. The matter of fact is there are abundance of publications offering career 
counselling and ideas for womenwho are working, but hardly any papers addressing best 
practises for female CEOs. To remedy this flaw in the secondary information, the author used 
a practical approach, sharing lessons gained from Katharine Graham, the first lady CEO of a 
Fortune 500 corporation. 

After graduation, Katharine Graham was selected as the manager for the publisher of the San 
Francisco newspaper, but she was never allowed to take on any duty that the title 
necessitated, it was a cakewalk to be the first female manager, and the toughest part was 
being a female leader. Her male counterparts were rude, loud, boisterous, and stinky, and 
they hazed her in every manner possible. They gave her a sculpted male body part as a gift 
one day, and all Katharine could do was politely take it andeventually the hazing ended in its 
own time. 

On the work front, her boss was mortified to have her on the team.He felt humiliated to have 
a female work under himafter considerable thought, he handed her a project that was not her 
expertise. Furthermore, she never had a refreshment room or even a women's toilet. In 
retrospect, she realised that the chosen project allowed her to establish and acquire stronger 
self-esteem in the eyes of her dominating colleagues (Maslow, 1954). 

She discovered the delicate boundary between normal and dysfunctional in 1974. It was not 
always possible to distinguish between regular challenges experienced by everybody, 
especially concerns that were uniquely feminine. Some instances were plainly "over the line" 
in terms of sexual harassment, and these were easy to identify nonetheless, they were 
frequently tough to handle successfully.Important Criteria’s failed to exist in place at that 
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time regarding an effective or ineffective strategy. She wondered if success was not having 
repeat offenders. And, "if she were a man, this would not be happening." "How would she 
react?" Because there was no sexual harassment statute in place at the time, she was able to 
manage situations on her own.  While she acknowledged that the force of the law is required 
to protect women from heinous atrocities, legal acceptance and petty problems has 
diminished the true importance of leadership. Women are still unable to distinguish between 
actual sexual harassment and typical male/female contact. Teasing was major challenge she 
encountered, which may be harmful. She had the ability to question sexually harassing 
situations and manage these difficulties on her own, with no sexual harassment forms or 
personel welfare department involved. She could create her own regulations because she was 
the single lady manager facing the offender alone with no support and guidance. Males could 
express their thoughts without fear of being labelled as misogynists, a term we rarely hear 
today. It was motivating for everyone to have the choice to speak freely and appreciate the 
opinions. Conversations were raucous as it frequently bordered on crude, but we were able to 
finish any disagreements on Friday afternoons where we discussed shop. It was an incredible 
opportunity to agree to and learn from the seasoned male-only executive team. She was 
aware that she was attempting to penetrate their society, form relationships, and gain their 
trust and respect.. 

She had once employed a machinist on force and discovered he only added more to her 
misery. He had the labour union and management on the verge of a discrimination action due 
to his ailing back and seniority position. He parked his white Cadillac prominently in front of 
the company. She discovered that when he vanished, so did his Cadillac. How does she hold 
him responsible for not working for whatever he is paid for. Even the expert seasoned 
manager struggled to meet this challenge. She was adamant about dealing with him. She 
researched the hiring contract as well as the disciplinary procedures. She learnt the rules and 
was well prepared. When she found that her male friends had "set her up," she became 
fearless to the point of becoming reckless. Her demeanour shifted to "I'm going to castrate 
you." Few employees gradually began to listen to her as they understood that they have a 
tough boss  withgreat self-worth and confidence to deal with the elusive Houdini (Maslow, 
1965). 

Female managers are often mistaken with female leadership. Manager is exactly what the job 
entails. Followers, on the other hand, play in striving for the success of the female leader. For 
example, a true lady leader is both competent and loves to employ a supporting strategyto 
descend into the interior of a massive tank. That function would most likely be delegated by 
the female management. 

She definitely gained the knowledge to realise when men should lead and when women 
should lead as she faced few situations. On a day when a senior employee was bid farewell 
and the department was arranging a celebration, she oversaw the employees, especially Mel, 
the harshest critic. The liquor flowed freely at the party location. One inebriated male 
employee made unwanted and aggressive approaches. The situation was out of control, she 
was confident and determined to handle it alone. Mel appeared out of nowhere, like a hero in 
shining armour, to defend her. Then she realisedthat at times wisdom lies in not leading. 
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Just not this, she remembers another incident in the hotel room where she was assaulted. It 
was her first business trip, the travel expense and  trainingwere sponsored by the company for 
a week .she was very excited about it. Several of her colleagues were enrolled in different 
session which was for more senior managers. Because they were staying at different hotels, 
she was happy when a colleague called and invited her to join them for dinner. One of her 
colleague was supposed to pick her from the hotel. She believed that her peers had finally 
accepted her. That notion was interrupted when she opened the door and he began hitting her 
without hesitation or words. She was terrified and felt it was very inappropriate. It should 
never have happened, yet it did. She was not physically hurt and chose not to report the event. 
She came to the conclusion that she was responsible for protecting herself and would face a 
"she said/he said" situation. Reporting the event may jeopardise her management's reputation. 
In retrospect, she stated that she did not consider protecting other ladies from this individual. 
She learned from her supervisors that she should hire "for values and qualities like a sense of 
humour, resiliency, "earning your way in" and fitting-in with the company by being 
passionate for the task.  She grew to value the wisdom more when she faced problems on the 
work. One of the most important lessons she learnt was to be professional come what may the 
show must go on. She still had to deal with the problems at the end of the day. She 
discovered that the Rs of leadership included being resourceful, resilient, an experienced 
"reframer," a reality checker, and capable of relegating relational rules. She had to become 
valuable in making people to do things and get work done by them by perservance, 
pursuance, and patience. Because there was no precedence, she could create rules to control 
the relationships at work. She had the ability to draw the line with colleagues and 
subordinates, and she frequently utilised humour to smooth over unpleasant situations. There 
were a lot of unethical practices and she could let it go if she wanted tobut the absence of 
norms, structures, and laws aided her. This is how she reframes diverse circumstances.  

some may see these encounters as "war stories" of a seasoned woman as these incidents 
occurred many years ago, however they shaped her to be a better version each day. Each 
person's experiences will build him or her to be a better person sooner or later. Off course 
there is no shortage of books and articles about leadership nowadays, and perhaps we are 
wise enough to distinguish between excellent and terrible leaders but we are not that wise in 
recognising leadership's intrinsic uniqueness. Leadership is as individual as fingerprints, 
varying according to personality, situation, and style. To make a difference in the lives of 
others, leaders must embrace the unique contributions that only they can provide. Someone 
rightly said for “ten thousand step of beautiful journey there has to be a first starting step”. 
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Abstract 

Purpose : The main purpose of the present study is to know how far socio economic characteristics 
impact on micro finance initiatives, and to know about the benefits derived from the microfinance 
initiatives, factors driving social capital formation and women empowerment. Since independence 
poverty alleviation programmes through government sponsored schemes could not yield the 
expected result and in many cases the activities of welfare could not trickle down to the needy who 
are living in urban centres. Urban poor like rural poor also requires finance for the self 
consumption and involvement in income generating activities. Microfinance initiatives across the 
globe are popular as far as poverty alleviation, women empowerment and social capital formation. 
Bengaluru experienced rapid urbanisation due to increase in urban population from 12 million in 
2020 to 12.7 in 2021. (http://www.microtredns.net>citation). Micro finance programmes emerged 
as a powerful tool of poverty alleviation since the last three decades and several studies have 
examined its economic influence on the community well being (Asghar Tahamasehi et al, 2021).  

Methodology / Design : Questionnaires containing known questions which are open ended in 
nature are administered as schedule after considering avoiding non-response, delay and 
incompleteness in addition to respecting social distance norms. A total of 230 questionnaires in 
the hand and out of which 200 found to be useful forming 86.95 success rate. Chi-square, 
contingency co-efficient, Kendall’s co-efficient of concordance, and weighted arithmetic mean 
were performed for the purpose of analysis and presentation of data. 

Key words : Poverty alleviation, savings, women empowerment, money lenders, living standards, 
education, awareness. 

Introduction : 
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Self Help Groups  - Bank Linkage Programme (SHG – BLP) is a unique model at the global level 
which has transformed innumerable lives by mainstreaming women and making them as partners 
in the national building, progress process. It is emerging as a ‘fast growing sector’ although it is 
under represented (NABARD, 2020). Micro finance in India plays an important role in the delivery 
credit to the people of bottom of pyramid (RBI Bulletin 2020). Economists and policy framers 
stress on the distribution of economic savings among the poor people and deserved which 
empowers the masses at gross root level (Dadhich, 2022: Ravi et al, 2005, Sarangi 2008). It has 
been accepted as successful model where the poor have no place in the formal institutions (Swathi 
Sharma, 2018). Innumerable studies in the past like Kabeer (2005), Mayoux (2001), Otero, M. 
(1989), Pitt & Khandker (1996), Rahman (1988) found that microfinance is a good strategy to 
alleviate poverty, empower women and augmenting economic development. 

SHGs influenced SHG members both social and economic life. The economic impact is observed 
in the form of savings created, easy access to formal credit, cheaper interest rates and enhanced 
income and involvement in livelihood activities. The similar opinions also expressed by Barbora 
& Mohanta (2005), Rathinam & Nachimuthu (2012), Meetei (2011) and, Sarmah et al., (2010). 
The social impact created by microfinance covers building of self confidence, enhanced awareness 
about savings and attaining economic self influency and health issues (Premachandra et al., 2017, 
Rathinam Nachimuthu, 2010). By becoming members in SHGs the members can increase 
participation in social services and promote organised action, acquisition of new skills and 
improved technological change among the members. In a similar study scholars like Boga and 
Nakka (2005) reported that the household level, expenditures on food and clothing among poor 
households go up after joining SHGs in addition to enhanced awareness on health and related 
issues. SHGs provide a platform for the promotion of activities in groups and the promotion of 
infrastructure facilities, technology, credit and marketing support for women (Sethi and Atibudhi, 
2001, Barbara & Mohonta, 2001 & Sharma 2001) 

States of microfinance in India 

Table 1: Progress under SHG-Bank Linkage Programme (2018-19 to 2020-21) 
(Number in lakh / Rs. in crore) 

Particulars   2018-19  2019-20  2020-21 
 SHGs Amount SHGs Amount SHGs Amount 
SHG Savings with Banks as on 31 March 2021 
Total SHG Nos. 100.1423324.48 102.4326152.05 112.2337477.61 
 (14.52%)(19.05%) (2.29%)(12.12%) (9.57%) (43.31%) 
All women SHGs 85.3120473.55 88.3223320.55 97.2532686.08 
 (15.44%)(17.01%) (3.53%)(13.91%)(10.11%)(40.16%) 
Percentage of Women 85.19 87.78 86.22 89.17 86.65 87.21 
Of which NRLM/SGSY 55.812867.18 57.89 14312.7 64.78 19353.7 
 (33.37%)(23.32%) (3.75%)(11.23%)  (11.9%)(35.22%) 
% of NRLM/SGSY Groups to Total55.7255.17 56.52 54.73 57.72 51.64 
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Of which NULM/SJSRY 4.39 1614.42 4.69 1523.57 5.29 1954.09 
 (3.29%) (19.52%) (6.83%)(-5.63%)(12.79%)(28.26%) 
% of NULM/SJSRY Groups to Total 4.38 6.92 4.58 5.83 4.71 5.21 
 
Loans Disbursed to SHGs during the year 
Total No. of SHGs extended loans26.9858317.6331.4677659.35 28.8758070.68 
 (19.33%)(23.59%)(16.60%)(33.17%)(-8.23%)(-25.22%) 
All women SHGs 23.6553254.04 28.8473297.56 25.954423.13 
 (13.98%)(19.51%)(21.95%)(37.64%)(-10.19%)(-25.75%) 
Percentage of Women Groups 87.66 91.32 91.67 94.38 89.71 93.72 
Of which NRLM/SGSY 16.4933398.93 20.4952183.73 15.8429643.04 
 (29.84%)(33.30%)(24.26%)(56.24%)(-22.69%) (-43.19%) 
% of NRLM/SGSY Groups to Total61.1257.27 65.13 67.20 54.87 51.05 
Of which NULM/SJSRY 1.29 3419.58 1.59 3406.22 1.13 2112.04 
 (21.70%)(41.07%)(23.26%)(-0.39%)(-28.93%)(-37.99%) 
% of NULM/SJSRY Groups to Total 4.78 5.86 5.05 4.39 3.91 3.63 
 
Loans Outstanding against SHGs as on 31 March 2021 
Total No. of SHGs linked 50.7787098.15 56.77108075.07 57.8  103289.71 
 (1.14%)(15.21%)(11.82%)(24.08%) (1.81%) (-4.43%) 
No. of all Women SHGs linked44.6179231.98 51.12100620.71 53.11 96596.6 
 (-1.93%)(12.54%)(14.59%)(27.00%) (3.89%)  (-4%) 
Percentage of Women SHGs 87.87 90.97 90.05 93.10 91.89 93.52 
Of which NRLM/SGSY 32.8554320.91 36.8967717.07 33.7857336.62 
 (17.62%)(42.11%)(12.30%)(24.66%)(-8.43%)(-15.33%) 
% of NRLM/SGSY Groups to Total64.762.37 64.98 62.66 58.44 55.51 
Of which NULM/SJSRY 2.25 4110.73 2.67 5466.87 2.23 4056.45 
 (-22.41%)(-23.17%)(18.67%)(32.99%)(-16.48%) (-25.8%) 
% of NULM/SJSRY Groups to Total 4.43 4.72 4.70 5.06 3.86 3.93 

Figures in parenthesis indicate increase / decrease over the previous year 
 

Source: Status of Microfinance in India, NABARD, 2020-21 

Table – 1 depicts data on progress under SHG – Bank Linkage Programme (2018-19 to 2020-
2021). Table highlights data about savings, loans disbursed and credit outstanding. The total 
number of SHGs were 100.14 lakhs during the year 2018-19 and rose to 112.23 by the end of 
2020-21 with an increase of 13.54%. The loan disbursement was 26.98 crores during 2018-19 and 
by the end of 2020-21 it stood at 28.87 crores revealing 2% growth over the years. The all women 
trend of numbers of SHGs were 85.19 lakhs during 2018-19 and rose to 86.65 and loan 
disbursement exclusively to women groups stood at 87.66. SHGs and rose to 89.71 SHGs. Further 
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loan outstanding details reveal that 50.77 lakhs SHGs were linked by the end of 2018-19 and rose 
to 57.8 lakh SHGs by the ends of 2020-21. 

Table - 2: Region-wise progress of Savings Linked SHGs with Banks (2018-19 to 2020-21)  
     (Amount in Rs. Lakh) 
   2018-19  2019-20  2020-21 
Sr. Regions No. of  Savings No. of  Savings No. of Savings  
No.  SHGs Amount SHGs Amount  SHGs Amount 
1. Northern Region 5,48,624 62,453 5,77,122 59,550 6,09,808 1,74,345 
2. North Eastern Region5,23,46940,407 5,56,899 48,141 6,33,714 83,126 
3. Eastern Region  26,54,358 6,01,15528,11,130 6,64,33331,22,424 7,74,912 
4. Central Region  10,62,759 1,33,230 11,35,083 1,71,21713,45,575 2,11,870 
5. Western Region 13,88,615 2,05,27514,73,853 2,01,88015,50,176 3,74,023 
6. Southern Region38,36,41812,89,92836,89,23614,70,08539,61,70321,29,485 
Total 1,00,14,24323,32,4481,02,43,32326,15,2051,12,23,40037,47,761 
 
 Northern Northern Eastern Central Western Southern 
 Region Eastern Region Region   Region   Region   Region 
2018-19 5.48 5.23 26.51 10.61 13.87 38.31 
2019-20 5.63 5.44 27.44 11.08 14.39 36.02 
2020-21 5.43 5.65 27.82 11.99 13.81 35.30 

Source: Status of Microfinance in India, NABARD, 2020-21 

Table – 2 reveals data about region-wise performance of savings linked with banks. Region-wise 
details also shows an enhanced growth of SHGs linked savings during 2020-21. Table shows 
central region registered the highest growth of 5%. Six states / UTs namely Uttarkhand, Nagaland, 
Chandigarh, New Delhi, Karnataka, Dam and Din, registered a negative growth. As many as 19 
states / UTs showed growth rates than All India average. The degree in savings accounts of SHG 
may be due to data sanitisation, closure of document accounts and reporting of errors etc., Further, 
the table reveals about concentration of savings linked with banks in Southern region. The savings 
linked SHGs with banks of Southern region reveals that it was 12.89 crore 55% of total for the 
2018-19 and it was 14.70 crores during 2019-20, 56.21% of total and finally, it was 21.29 crores 
(56.8% of total) during the year 2020-21. The similar performance was also shown by Eastern 
region and Western region. 

Table 3: Region-wise Status of Bank Loan Disbursed to SHGs during 2018-19 to 2020-21 
(Total loan disbursed in Rs. Lakh/ Average loan disbursed in Rs. per SHG) 

 2018-19   2019-20  2020-21 
Regions No. of  TotalAverage No. of  TotalAverage No. of  TotalAverage 
 SHGs loans Loan SHGs loans Loan SHGs loans Loan 
 DisbursedDisbursed DisbursedDisbursed DisbursedDisbursed 
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Northern  55,922 62,6641,12,056 62,905 84,6941,34,637 67,658 94,0451,39,001 
North Eastern27,08629,0011,07,07037,80757,8931,53,12868,1161,03,6511,52,168 
Eastern 9,09,37511,97,0791,31,63811,23,51717,85,0751,58,88311,24,57814,87,551
 1,32,276 
Central 85,135 72,199 84,8051,11,0741,04,249 93,8561,28,6171,05,42881,971 
Western 1,46,6741,84,5651,25,8331,74,2182,49,3271,43,1121,61,1592,30,3311,42,921 
Southern14,74,20842,86,2562,90,75016,36,48154,84,6963,35,15213,37,26637,86,063
 2,83,120 
Total 26,98,40058,31,7632,16,11931,46,00277,65,9352,46,85128,87,39458,07,068
 2,01,118 

Source: Status of Microfinance in India, NABARD, 2020-21 

Table – 3highlights data about bank loan disbursement by banks. It was 5831763 lakhs to the 
2698400 SHGs during the year 2018-19. The total disbursed amount for the year 2019-20 stood at 
7765935 to all regions of 1036481 SHGs. Further, during the year 20-21 the amount disbursed in 
the form of loan for all regions stood at 5807068 lakhs and numbers of SHGs stood at 2887851 
lakhs. The region wise average loan disbursed also shows downward trend expect Northern region. 
A total of Rs. 5807068 lakhs was disbursed to all 6 regions to 2887394 SHGs and the average loan 
disbursed stood at Rs. 201118 per SHG. 

Table 4: Region-wise NPA Level during 2019-20 and 2020-21 
   2019-20  2020-21 
  Amount of Gross NPA as %Amount of Gross NPA as % 
  NPAs (` Lakh) to Loan o/s NPAs (` Lakh) to Loan o/s 
1 Northern Region21,206.67 17.35 17,133.33 13.93 
2 NE Region 26,914.18 26.08 28,366.44 20.07 
3 Eastern Region1,01,495.28 4.46 1,15,888.80 4.47 
4 Central Region 56,612.66 25.15 52,551.46 20.83 
5 Western Region 33,564.66 11.07 32,917.18 10.01 
6 Southern Region2,92,376.97 3.76 2,42,064.13 3.52 
 All India 5,32,170.42 4.92 4,88,921.34 4.73 

Source: Status of Microfinance in India, NABARD, 2020-21 

Table-4 highlights data regarding NPAs in SHG – BLP. Only two regions i.e., Eastern region and 
Southern region shows below the level of All India. These two regions having the maximum share 
of SHG loan disbursement and loan outstanding. The change in the NPA level of these two regions 
has a major effect on all other remaining regions. Table shows that bank loans to SHGs as on 31st 
March 2021 were 4.73%. As compare to 4.92% as on 31st March 2020. The absolute level of NPAs 
declined from 532170.42 lakhs in 2019-20 to Rs. 488921.34 lakhs. The decrease in NPAs is seen 
across regions except Eastern Region where it has marginally gave up. Out of 35 states and UT, 
reporting data, 26 showed decline in NPA level and thus improvement in portfolio quality. 
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Statement of the problem 

Women forms 50% of population. But very unfortunately either in traditional or modern society 
equal rights are existing but at the implementation level there exists huge disparities. Women 
studies reveals that unless and until women are empowered women development is not possible. 
As per NABARD, 2017 data the demand at the poor is Rs. 60000 crores but cumulative payment 
is Rs. 6000 crores under microfinance programmes. The government sponsored programmes did 
not receive the expected result on account of bad implementation of schemes, hierarchy, red-
tapism, duplication of projects. The urban depends on daily income from income generating 
activities and many a times the members may not receive expected return of the day. These poor 
people do not have any collateral to give in order to get a bank assistance. Financial access to the 
village and urban poor are highly skewed and unequal, SHGs are helping urban poor women in 
assisting financially with a mutual weekly or fortnightly contribution by members. SHGs promote 
gender equality and SHG BLP empowered urban women and it is a unique strategy at the global 
level. 

Review of literature 

Karlan’s (2007) study is situated on Peru and members social ties by looking at the extent to which 
group members share the same culture and like more closely to each other. 

Dufhues et al., (2013) measure social capital based on social network analysis, using information 
from borrowing households in Thailand and Vietnam. The outcome of the study reveals that social 
capital is associated with better repayment performance, depending upon the nature of social ties 
between individuals. 

Casser et al., (2007) using survey data from borrowers in South Africa and Armenia, measure 
social capital within borrowing groups by focusing on group homogeneity and intra group trust, 
and show that both these measures are positively associated with repayment performance. 

Widick et al., (2011) study focused on how social capital can help increasing the social 
performance microfinance institutions. Further they expressed that religions networks are 
important for rural households in Guatemala to have access to credit. 

Khan and Rahaman (2007) stated that urban micro finance improved the living standard of the 
borrowers of the Chittagand district of Bangladesh by reducing poverty and making them capable 
financially of starting new small business and expand old business. 

Basher & Rashid (2012) explained the characteristics of urban microfinance within Urban low 
income groups and their significance. They emphasise on the urban microfinance program because 
of the increasing trend of urban poverty. 

Tanya Sharma et al., (2014) stated that microfinance in Delhi led to an improvement in living 
standards of the poor women and an increase in their incomes, savings and improvement in 
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financial condition and impacted on poverty alleviation and also given them greater autonomy to 
take decisions concerning the lives of their facilities and themselves. 

Prema Basargekar (2010) expressed about the impact of urbanisation at Poona Urban area where 
the villages are converted into industrial zones. Transition of these villages into semi-urban areas 
received mixed responses as this conversion provides jobs and better infrastructure and whereas 
as it develops agriculture and local jobs and enhance social pressure. 

Syed Mohammad Ghouse (2019) stated that microfinance activities are very much successful in 
reducing social problems in rural areas. The researcher suggested that government should 
formulate the very effective strategies to control the working mechanism of microfinance 
institutions as they became part and parcel of Indian economy. 

Jeremaiah Machigambi (2020) examined the relationship between sustainable micro finance and 
sustainability to poor clients. The paper focused more on demonstrating the impact of a sustainable 
lending approach of the poor clients. The key issues highlighted differences in terms of target 
clients and implications for the sustainability of beneficiaries.  

Objectives of the study  

1) To study the impact of socio-economic characteristics on microfinance initiatives. 
2) To analyse the factors driving social capital formation. 
3) To the benefits from microfinance initiatives. 
4) To analyse the factors driving women empowerment. 

Hypotheses 

1) The socio-economic characteristics of respondents do not impact on micro finance 
initiatives. 

2) Social capital formation is not driven by any factors. 
3) Benefits are not associated with microfinance initiatives. 
4) Women empowerment is not driven by any factors. 

Research Questions 

1) What are the reasons behind socio economic characteristics for not impacting on the 
microfinance initiatives? 

2) Which factors drive social capital formation? 
3) What are the benefits of microfinance initiatives? 
4) When factors drives women empowerment? 
Limitations 
1) The study is confined to urban Bengaluru district. 
2) The sample is small when compare to universe SHG members at Urban Bengaluru. 
3) Any generalisation requires further study. 
Research Methodology 
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The present study is based on both the primary and secondary data. A well drafted questionnaire 
was administered as schedule for the purpose of data collection. The benefits of microfinance, 
social capital formation, and women empowerments details are studied and data presented in the 
form of tables. Research design is a strategy for answering the structured questionnaire using 
empirical data (Shana, 2021). It is simply a structural frame work of various research methods as 
well as techniques that are used by researchers (Team Leverage Edn., 2020). 

Questionnaire design : Questionnaire is a set of logic questions listed for the purpose of data 
collection from respondents. Researchers are required to apply most relevant and most effective 
way to collect the maximum amount of information in terms of validity and reliability as 
recommended by Easterby – Smith, Thorpe and Lowe (1991). The secondary sources include 
bulletins, e-journals and internet. The relevant references were given at the end. 

Universe of the study : The study is confined to urban Bengaluru district. There are 69 grama 
panchayats, 3655 confirmed SHGs and 65805 members in all SHGs of 5 sub districts. 

Sample of the study : (Details of Yalahanka is not available) 

Name of the subdistrict Grama 
Panchayat 

SHGs Members Sample 

Anekal 28 1321 24427 70 

Bengaluru East 11 253 4717 15 

Bengaluru North 12 1252 2280870  

Yelahanka (Bengaluru North 
additional) 

- - - - 

 Method of Data analysis : The study adopted x2, contingency co-efficient, Kendall’s co-efficient 
of  concordance and weighted arithmetic means. These techniques are performed as they are simple 
to compute and sufficient for the analysis. 

Data presentation and analysis : Demographic profile of respondents – A. 

The relevant demographics of respondents were studied to know the impact created on 
microfinance. These characteristics include, marital status, age, education, occupation, monthly 
income, living conditions, participation in social activities, savings formulation and participation 
in election, support of a candidate and contest. 

Research question No. 1: What are the reasons behind the socio-economic factors not impacting 
on the microfinance? 
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Hypotheses : No. 1 :  H0 : The exist no significant variation in the characteristics of respondents 
do not impact on microfinance initiatives. 

H1 : There exist significant variation in the socio-economic characteristics of respondents. 

The study of socio economic characteristics of respondents is essential as it is going to decide 
whether they form the part of representative sample of the target population. The respondents were 
appealed to answer all the questions of questionnaire. All the characteristics of respondents and 
their significance and  degree of relationship studied in relation whether they impact the study or 
not. Table – 5 depicts data about characteristics of respondents. All respondents are females and 
no male members is given membership in any SHG. There are 160 members who are married and 
22 respondents remained single and 18 are divorce, 69 respondents belongs to 40-50 age category, 
38 belongs to 30-40 years, 35 in between 20-30 years, 30 between 50-60 years, 15 < 20 years and 
13 > 60 years. 67 respondents studied up to 10th standard 58 studied up to PUC, 38 below 7th 
standard, 22 are general degree holders, 8 are post graduates and very surprisingly 7 are illiterates. 
55 respondents occupation as vegetable selling, 38 doing petty business, 30 seasonal fruit sellers, 
29 are papad, textile pieces and pickle sellers 23 are involved in agricultural activities, 15 are 
suppliers of provisions, 6 are dealers in iron seconds, old newspapers collectors, and 4 are 
handicraft sellers. 84 respondents monthly income is in between 20K – 30K, 42 respondents 
monthly income lies in between 10K – 20K, 31 in between 30 – 40K, 25 < 10K and 18 > 40K. 85 
respondents are residing in their own houses, 60 are living in rented houses, 30 government scheme 
house-owners, 25 are living in temporary sheds. 125 respondents participated in social activities 
and 75 are not participated in any social activities. 173 respondents formed savings and 27 
respondents are not created any savings. 123 respondents regularly participated in elections and 
supported a candidate and also contested in elections, 40 are not regular and 28 never participated 
in decision supporting candidate and contest in elections. 

Data presentation and Analyse - B 

Research question No. 2 : Which factors drives social capital formation? 

Hypotheses No. 2 : H0 : There exists no significant variation in the drivers of social capital 
formation. 

H1 : There exist significant variation in the drivers of social capital formation. 

Table –6 highlights data about factors driving social capital formation. These drivers vary from 
mutual trust to mutual help in case of need. 124 respondents out of 200 stated strongly agree, 49 
expressed agree and 27 somewhat agree. Out of 124 who stated strongly agree, 25 stated good 
relationship, 22 sharing valuable information. 18 felt healthy discussion on common matters, 15 
indicated about mutual trust 12 spoke about respecting norms and values. Out of 49 respondents 
12 felt about good relationship, 9 expressed about sharing valuable information, 7 indicated about 
healthy discussion on common matters. Out of 27 who stated somewhat agree, 5 expressed about 
good relationship. 4 each about healthy discussion on common matters and mutual help in case of 
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need. ‘w’ fails to accept H0 and accepts H1 and hence it is concluded that there exists significant 
variation in the data. 

Research question No. 3: What are the benefits of microfinance initiatives? 

Hypotheses No. 3 : H0 : There exists no significant variation in the benefits of microfinance. 

Hypotheses No. 3 : H1 : There exist significant variation in the benefits from microfinance 
initiatives. 

Table – 7 depicts data regarding benefits from microfinance initiatives. 128 respondents out of 200 
stated strongly agree followed by 48 agree, 24 somewhat agree. Out of 128 who stated strongly 
agree 24 stated  about free from money lenders, 20 expressed about a platform to discuss issues, 
14 each indicated about access to organised financial services and increase in women 
empowerment, 10 reported about more savings formation. Out of 48 who said agree 11 expressed 
about free from money lenders, 8 spoke about increase on women empowerment, 6 reported about 
additional earnings and 5 each indicated about a platform to discuss issues and enhanced standard 
of living. Out of 24 who stated somewhat agree, 5 spoke about free from money lenders, 4 
expressed about increase in women empowerment. ‘w’ fails to accept H0 and accepts H1 and hence 
it is concluded that there exist significant variation in the data. 

Research Question No. 4 : Which factors drivers women empowerment? 

Hypotheses No. 4 : H0 : Women empowerment is not driven by any factors. 

H1 : There exists significant variation in the data and factors driving women empowerment vary. 

Table – 8 reveals data about factors driving women empowerment. The first relative important 
driver of empowerment is about improvement in the savings formation, second important driver 
is economic independence and the third is about enhanced stand. Weights are awarded to Likert 5 
point scale starting from strongly agree to strongly disagree and the opinions (f) are multiplied by 
‘w’ to get ‘fw’. The sum of fw is divided by sum of weights (5 + 4 + 3 + 2 + 1) = 15. The remaining 
by drivers of women empowered are awarded weighted average depending upon strength of fw. 

Table – 5 : Demographics of respondents – Microfinance initiatives. 

Socio-economic 
characteristics 

x2 TV @ 
0.05 level 

df Result of X2 ‘c’ Result of ‘c’ 

Marital status  196.1101 3.841 1 Significant  0.70 High Degree 

Age 61.7259 11.070 5 Significant  0.48 High Degree 

Education 96.8293 11.070 5 Significant 0.57 High Degree 
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Occupation 80.6400 14.067 7 Significant 0.53 High Degree 

Monthly income 70.2500 9.488 4 Significant 0.50 High Degree 

Living 
conditions 

47.0000 7.815 3 Significant 0.43 High Degree 

Participation in 
social activities 

112.5000 3.841 1 Significant 0.60 High Degree 

Savings 
formation 

106.58 3.841 1 Significant 0.58 High Degree 

Participation in 
election, support 
of a candidate, 
contest 

74.7033 5.991 2 Significant 0.52 High Degree 

Source : Field Survey 

Note : x 2  = chi-square 

‘c’  = √x2 / x2 + N 

Where c = contingency co-efficient, N = Number of observation 

When the value of ‘c’ is equal or near 1, it means there is high degree of association between 
attributes. Contingency co-efficient will always be <1. 

Table – 6 : Respondents awareness of factors driving social capital formation 

Factors driving social capital formation SA A SWA RT RT2 

Social trust 15 4 2 21 441 

Social relationship 25 12 5 42 1764 

Attitude 8 3 2 13 169 

Respecting norms and values 12 2 3 17 289 

Believing co members 7 3 2 12 144 
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Healthy discussion on common matters 18 7 4 29 841 

Mobilization of savings regularly 9 4 2 15 225 

Sharing valuable information 22 9 3 34 1156 

Mutual help in case of need 8 5 4 17 289 

Total 124 49 27 200 5318 

Source : Field Survey 

Note : SA – Some Agree, A – Agree, SWA – Somewhat Agree, RT – Raw Total 

SSR =  ΣRT2 / ΣRT2 / N  

= 5318 – (200)2 / 9 = 5318 – 4444.44 = 873.56 

W = 12 x SSR / K2N (N2 – 1) = 12 x 873.56 / 9 x 9 (81 – 1) 

= 10482.72 / 6480 = 1.61 

Test the significance of ‘w’ by using chi-square statistic. 

X2 = k (n – 1)2 = 3(9-1) / 1.61 = 3 x 8 x 1.61 = 38.64 

Decision : At 8 df with 5% level of significance the value being 38.64 being higher than the TV = 
15.507 and hence ‘w’ fails accepts H0 and accepts H1. Therefore it is concluded that there exist 
significant relationship between drivers and social capital formation. 

Table – 7 : Benefits from microfinance initiatives 

Impacting factors  SA A SWA RT RT2 

Free from money tenders 24 11 5 40 1600 

A platform to discuss issues 20 5 2 27 729 

Access to organised financial services 14 3 2 19 361 

More income 8 2 1 11 121 

More savings formation 10 2 1 13 169 

Good children education 6 1 2 9 81 
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Involvement in IGA activities 8 2 1 11 121 

Improved health and sanitation 5 1 1 7 49 

Investment in fixed assets 7 2 2 11 121 

Increase in women empowerment 14 8 4 26 676 

Enhanced standard of living 5 5 1 11 121 

Additional earnings 7 6 2 15 225 

Total 128 48 24 200 4374 

Source : Field Survey 

Note : SA – Some Agree, A – Agree, SWA – Somewhat Agree, RT – Raw Total 

SSR =  ΣRT2 / ΣRT2 / N  

= 4374 – (200)2 / 12 = 4374 – 400000 / 12 = 3333.33 

W = 12 x SSR / K2N (N2 – 1) = 12 x 3333.33 / 9 x 12 (144 – 1) 

= 39999.96 / 15444.00 = 2.59 

Test the significance of ‘w’ by using chi-square statistic. 

X2 = k (n – 1)2 = 3(12-1) / 2.59 = 3 x 11 x 2.59 = 85.47 

Decision : At 8 df with 5% level of significance the value being 85.47 being higher than the TV = 
19.675 and hence ‘w’ fails accepts H0 and accepts H1. Therefore it is concluded that there exist 
significant relationship between the two variables. 

Findings : The result indicates the presence of significant and high degree of relationship between 
socio economic characteristics and microfinance initiatives. The findings of the study reveals that 
good relationship, sharing valuable information, healthy discussion on common matters are factors 
that drives social capital formation. The benefits of microfinance includes free from money 
lenders, a platform to discuss issues, increase in women empowerment and access to organised 
financial services. The drivers of women empowerment includes improvement of savings 
formation, economic independence and enhanced living standards. 

Findings : The result indicates the presence of significant and high degree of relationship between 
socio economic characteristics and microfinance initiatives. The findings of the study reveals that 
good relationship, sharing valuable information, healthy discussion on common matters are factors 
that drives social capital formation. The benefits of microfinance includes free from money 
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lenders, a platform to discuss issues, increase in women empowerment and access to organised 
financial services. The drivers of women empowerment includes improvement of savings 
formation, economic independence and enhanced living standards. 

Conclusion : 

SHG – BLP is a unique microfinance programme which is providing several benefits to the 
members. Bengaluru urban district is growing beyond expectation Pandit Jawaharalal Nehru is 
right in commenting “Bengaluru is a happening city”. Bengaluru is nicknamed as a ‘silicon valley’ 
‘science city’ ‘garment hub’ etc., and a multi-cultured and tolerate impacting community. The 
urban women are struggling to earn at Bengaluru and are including in many income generating 
activities. They are now capable of saving after meeting all household expenditure. The present 
study reveals about the presence of better socio economic characteristics which are significantly 
with a high degree impacting on microfinance initiatives. The study reveals about innumerable 
benefits of microfinance which includes free from money lenders, increase in women 
empowerment and a platform to discuss issues. The study also reveals about the factors driving 
social capital formation which includes good relationship, sharing valuable information are healthy 
discussion on common matters. The factors that drives women empowerment includes 
improvement in savings formation, economic independence and enhanced standard of living. The 
study concludes by stating that means more engagement of women SHGs may accelerate more 
savings and more number of women may involve in income generating activities. 
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Table – 8 : Factors driving women empowerment - Weighted Average 

Drivers of women 
empowerment 

Weight 5 4 3 2 1 T WA 

Likert scale SA A N DA SDA 

Reduction in 
dependency on money 

f  150 31 8 6 5 200  

fw 750 124 24 12 5 915 4 

Access to markets f  120 45 12 10 13 200  

fw 600 180 36 26 13 849 15 

Freedom from domestic 
violence 

f  140 25 10 15 10 200  

fw 700 100 30 30 10 870 13 

Women freedom of 
movement 

f  149 28 4 8 11 200  

fw 745 112 12 16 11 896 8.50 

Access and control of 
family resources 

f  145 25 15 8 7 200  

fw 725 100 45 16 7 893 10.5 

Strong commitment to 
educate daughter 

f  148 50 5 4 13 200  

fw 740 120 15 8 13 896 8.50 

Employment and 
widened status 

f  145 38 7 3 7 200  

fw 725 152 21 6 7 911 6 

Improvement in savings 
formation 

f  160 35 - 2 3 200  

fw 800 140 - 4 3 947 1 

Liberty to buy and sale 
of fixed assets 

f  155 20 10 7 8 200  

fw 775 80 30 14 8 907 7 

More self confidence  f  154 22 12 8 4 200  

fw 770 88 36 16 4 914 5 
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More awareness of 
political system, voting 
and contest in elections 

f  135 31 15 10 9 200  

fw 675 124 45 20 9 873 12 

Local campaign against 
any discrimination 

f  138 34 16 7 5 200  

fw 690 136 48 14 5 893 10.5 

Enhanced standard of 
living 

f  155 29 6 4 6 200  

fw 775 116 18 8 6 923 111 

Freedom in spending, 
nutrition and education 

f  138 32 4 10 16 200  

fw 690 128 12 20 16 866 14 

Economic independence f  159 28 - 8 5 200  

fw 795 112 -  16 5 928 11 

Source  Field Survey 

WA – Weighted average 
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ARTICLE INFO ABSTRACT 

 This quantitative study focuses on Bank of India, Andhra Bank, Axis Bank, and 
HDFC Bank while analyzing the asset-liability management, profitability, and 
liquidity of a few chosen Indian commercial banks. Information on capital, reserves, 
deposits, borrowings, assets, liabilities, profitability ratios, liquidity ratios, and 
compound growth rates were gathered from their annual reports and financial 
statements. For analysis, statistical tools such as inferential and descriptive methods 
were used. The findings demonstrate that different banks have different approaches, 
with Bank of India and HDFC Bank seeing strong increases in capital, reserves, 
deposits, and borrowings. Andhra Bank is notable for its robust reserves of liquidity, 
although HDFC Bank exhibits more profitability. The report emphasizes how crucial 
efficient asset-liability management is to Indian commercial banking's capacity to 
maintain profitability and reduce risks. 
 

Keywords: Asset-liability management, profitability, liquidity, commercial banks, 
India. 

 

1. INTRODUCTION 

 
A wide range of organizations, markets, and financial instruments make up the financial system. It offers the 
main mechanism for converting savings into profitable investments. A contemporary economy must have an 
effective financial system since it plays a major role in the distribution of resources. A financial institution's 
primary goal is to mobilize resources and direct them toward investors. In various economic systems, financial 
institutions have a varied channeling function. Somashekar (2019) asserts that commercial banks have a 
leading role in economic growth in addition to being thought of as money exchangers. They serve as the nation's 
financial safe havens as well as the repositories of resources required for growth in the economy. They 
contribute significantly to a nation's economic growth. According to conventional wisdom, commercial banks 
are among the financial intermediaries that raise capital mainly through the issuance of time/fixed, savings, 
and checkable/demand deposits. Commercial banks are also permitted to offer every banking service in the 
financial market because our nation's financial system is still in its infancy. Commercial banks handle 
practically all of the money and capital market transactions and operations since there isn't a well-organized 
financial market. According to Roy (2010), commercial banks are significant for the nation's financial stability 
as well as economic prosperity. Banks are especially significant in emerging economies for three main reasons. 
Initially, they play a crucial part in the growth of additional financial markets and intermediaries. Second, the 
business sector and investors significantly rely on banks to satisfy their funding needs since there are weak 
bond and stock markets. Finally, due to their general inability to control financial risks, banks serve the 
interests of a large number of family savers in emerging or undeveloped nations who want to ensure income, 
liquidity, and fund safety. 
An organization's not entirely set in stone by how much cash it makes contrasted with the capital it contributes. 
The amount of detailed income for a given monetary year may be utilized to financially measure this level of 
progress. According to Zopounidis (2001), in order for banks to effectively compete in the market, they must 
manage their assets and liabilities while keeping an eye on risk levels, earnings, liquidity, profit, solvency, and 
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the volume of deposits and loans. By doing this, they can reduce losses and increase profitability. Given the 
pivotal role asset liability management plays in risk management, banks must acknowledge the significance of 
asset liability and implement efficient risk management protocols. By employing sophisticated asset liability 
management strategies, banks can optimize profitability and mitigate risk in the fiercely competitive banking 
services markets of today. A company may balance its assets and liabilities with the help of asset liability 
management. Consequently, this reduces monetary hazards and enhances profitability. When a company is 
making investment decisions, asset liability management helps. 
 
1.1. Research Objectives 

1. To assess asset-liability management methods in Indian commercial banks, analyze growth rates of capital, 
reserves, deposits, and borrowings. 

2. 2To examine how liquidity, profitability, and asset composition affect financial performance and risk 
management in these institutions. 

 

2. LITERATURE REVIEW 

 

Rahmi and Sumirat (2021) utilized liquidity risk, functional proficiency, capital sufficiency, and financing 
cost risk as free factors and ROA as a relapse and variable to concentrate on asset-liability the board during the 
Coronavirus pestilence and its impact on banks' profitability in Indonesia. The review's decision clarified that 
compelling AL the executives ensures the financial business would be more profitable all through the pandemic. 
In rundown, when assets and liabilities are effectively followed and made due, the bank's profit will rise. 
Owusu and Alhassan (2021) utilized the SCA model to dissect the ALM of Ghana's financial industry and 
observed that how ALM is overseen affects business banks' profits. The outcomes confirmed that the whole 
execution of banks is straightforwardly affected by the fitting administration of Asset-Liability. 
The effect of asset-liability the executives on the profitability of Nigerian store cash banks is examined by 
Onaolapo and Adegoke (2020). The asset-liability pointers for estimation were credit and advance, NPL, 
credits and advances, borrowings, and request store, while ROA and return on initial capital investment filled 
in as intermediary appraisals for monetary execution. The review's decisions show that the presentation of 
Nigeria's store cash organizations is exceptionally influenced by asset-liability the board. 
Likewise, Ukpong and Olowokudejo (2021) directed an AML examination on ten Nigerian protection 
firms utilizing the SCA model. As a substitute for profitability, ROA was utilized. That's what the investigation 
discovered, except for property and hardware, asset the executives essentially adds to enhancements in the 
profitability of disaster protection firms. Expressed in an unexpected way, further developed asset-liability the 
board will yield a bigger return. 
Utilizing CAMEL proportions, Mun and Thaker (2016) directed an observational investigation of Malaysia's 
banks, both Islamic and Ordinary, to inspect the effect of asset-liability the executives on the Profit from Value 
proportion, a proportion of profitability, for the monetary years 2010 to 2013. Their review's discoveries 
showed that asset-liability the board, which applies to both ordinary and Islamic banks, essentially influences 
the profitability of the last option. The monetary presentation of the Afghan financial framework was 
concentrated by Haidary and Monastery (2018). 
The impacts of both interior and outside factors were analyzed in the examinations. The discoveries showed 
serious areas of strength for a connection between's inside bank qualities and bank profitability. Along these 
lines, the strength and sort of the connection among assets and liabilities in Tunisia were likewise discovered 
utilizing the Standard Relationship Examination apparatus. 
As indicated by Said and Edge's (2018) study, the monetary record's parts were effectively taken care of by 
Tunisian banks, and the profitability of the sheet was dependent upon the nature of asset the executives. 
By the by, Shrestha (2015) utilized POLS to research the profitability of Nepal's financial industry. ROA filled 
in as the profitability pointer, while Different Assets, expansion, ostensible Gross domestic product, and Assets 
that get through longer than a year filled in as the AML markers. As per the report, there is a measurably 
significant connection among's AML and banking profitability. Significant commitments came from stores on 
the liability side and credits and advances on the asset side. 
 
To determine the sort and power of the connection among commitments and assets, Said and Edge (2018) 
used the Accepted Relationship Examination instrument. As indicated by the review's discoveries, the asset-
liability things were effectively overseen by Tunisian banks, and their prosperity was generally subject to how 
well the assets were dealt with. The impacts of macroeconomic variables, bank-explicit elements, and industry-
explicit elements on the monetary execution of a UK bank were undeniably inspected by Saeed (2014). His 
examination's discoveries show that stores, advances, capital, and bank size all emphatically influence the 
profitability of not entirely settled by ROE and ROA. In his review, he proceeded to say that banks might turn 
out to be more profitable by acquiring an upper hand and wellbeing net, which comes from having a lot of 
capital, stores, credits, value, and macroeconomic elements like Gross domestic product and expansion. 
 

Menicucci and Paolucci (2016) researched the association between inside bank attributes and the financial 
business' profitability in the European setting. ROE gives a sign of profitability. The review's decision exhibits 
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that bank size and capital proportion well affect banks' monetary presentation. In his exploration, Masindi 
(2021) found a relationship between's the expansion rate and bank profitability. Proof from Afghanistan's 
Financial Area 38 demonstrates that asset-liability the executives altogether affects bank profitability, as shown 
by return on value (ROE). 
As per Baariu and Peter (2021), the financial area's good yet irrelevant monetary exhibition is affected by 
the pace of expansion. There is other proof to help the positive relationship between's bank profitability and 
expansion rate. In his exploration led in an African setting, Masindi (2021) tracked down a positive and 
genuinely critical relationship between's genuine Gross domestic product and the proportion of return on 
value. 
Rashid (2022) led an exact review to look at the development and solidness of customary and Islamic banks 
in Pakistan using GMM. The review's decision showed that macroeconomic factors and bank endogenous 
factors inconveniently affected the development, profitability, and dependability of the two sorts of banks. Yet, 
the way this sort of risk influences monetary associations changes; though risks emerging from credit and 
premium were higher for regular banks, risks emerging from liquidity, activity, capital, expansion, and money 
were higher for Islamic banks. 
 

3. RESEARCH METHODOLOGY 

 

3.1. Research Design: 

In order to examine the profitability, liquidity, and asset-liability management of particular Indian commercial 
banks, this study uses a quantitative research approach. It entails gathering numerical data from financial 
documents and analyzing the links between various factors using statistical methods. 
 
3.2. Data Collection: 
The annual reports and financial statements of the chosen commercial banks—Bank of India, Andhra Bank, 
Axis Bank, and HDFC Bank—will serve as the source of data for this study. We will specifically extract and 
analyze data on capital, reserves, deposits, borrowings, assets, liabilities, profitability ratios, liquidity ratios, 
and compound growth rates. 
 
3.3. Statistical Tools: 
Various factual apparatuses will be utilized to investigate the information that has been accumulated. The 
information will be summed up utilizing graphic measurements, which incorporate rates, means, medians, and 
standard deviations. Additionally, associations, trends, and noteworthy variations between variables can be 
found using inferential statistical techniques including regression analysis, correlation analysis, and ANOVA. 
 
3.4. Ethical Consideration: 

Throughout the study procedure, ethical concerns will be strictly followed. The information gathered from the 
commercial banks' financial statements will only be utilized for scholarly study, and it will be treated with 
integrity and secrecy. To maintain academic integrity and openness, the data sources will be properly cited and 
acknowledged. Furthermore, all possible conflicts of interest will be declared, and the study will be carried out 
in compliance with legal and ethical requirements. 
 

4. DATA ANALYSIS 

 

Table 1: Compound Growth Rates of Assets and Liabilities of Components in Selected Commercials Banks 
Items Compound Growth Rates 

Bank of India Andhra Bank Axis Bank HDFC Bank 

Capital and Liabilities 

Capital 5.31 3.56 5.38 4.68 
Reserve and surplus 24.98 14.51 33.60 28.06 
Deposits 46.02 15.38 19.74 22.84 
Borrowings 22.73 29.57 33.92 33.75 
Other liabilities and provisions 3.91 8.35 9.88 10.46 
Quick Ratio 20.10 36.30 3.07 1.63 
Assets 

Cash and balances with RBI 84.57 11.45 17.06 19.14 
Balances with Banks and Money at 
Call & short notice 

20.43 -16.25 17.05 8.45 

Investments 12.96 14.22 16.26 18.36 
Loans and Advances 15.47 16.69 24.79 32.51 
Fixed assets 26.85 21.75 18.05 32.97 
Other assets 22.92 15.84 30.92 41.74 
ROA (%) 0.49 1.40 1.85 2.13 
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Figure 1: Quick Ratio of Selected Commercials Banks 

 

 
Figure 2: ROA (%) of Selected Commercials Banks 

 
The compound growth rates of assets and liabilities for a subset of Indian commercial banks are displayed in 
Table 1, which also includes profitability and liquidity metrics related to asset liability management (ALM). 
Particularly, Bank of India and HDFC Bank have greater rates of capital, reserve, deposit, and borrowing 
growth; these might be signs of strong financial health and room to develop. With an exceptionally high fast 
ratio that indicates substantial liquidity buffers relative to its obligations, Andhra Bank stands out. Regarding 
assets, the majority of banks have significant growth in cash and balances with the RBI, showing an emphasis 
on preserving liquidity buffers. Of the listed banks, HDFC Bank exhibits the greatest Return on Assets (ROA), 
a sign of better profitability. 
 

5. CONCLUSION 

 
This study concludes with a variety of approaches and results. Considerable variations in capital, reserve, 
deposit, and borrowing growth rates are indicative of different asset and liability management strategies. 
Additionally, the analysis of profitability, liquidity, and asset composition reveals the vital interactions among 
these variables that impact the banks' overall financial health and risk management plans. These results 
highlight how crucial efficient asset-liability management is to maintaining profitability and reducing risks in 
the ever-changing Indian commercial banking industry. 
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ARTICLE INFO ABSTRACT 

 In the rapidly evolving landscape of financial technology (Fintech), the advent of 
big data analytics has revolutionized credit risk assessment and fraud detection 
processes. This review research paper provides a comprehensive examination of 
the application of big data analytics in Fintech, focusing specifically on its role in 
credit risk assessment and fraud detection. By synthesizing a diverse array of 
academic literature, industry reports, and empirical studies, this paper offers 
insights into the latest developments, challenges, and future directions in this 
dynamic field. 
The review begins by elucidating the fundamental principles of big data analytics 
and its relevance to Fintech. It explores the key characteristics of big data, 
including volume, velocity, variety, and veracity, and discusses how these 
characteristics are leveraged to extract actionable insights for credit risk 
assessment and fraud detection. The paper critically evaluates the methodologies 
and techniques employed in big data analytics, such as machine learning 
algorithms, natural language processing, and network analysis, highlighting their 
strengths and limitations in the context of Fintech applications. 
Subsequently, the review delves into the specific applications of big data analytics 
in credit risk assessment and fraud detection. It examines how predictive analytics 
models are used to assess creditworthiness, identify default risks, and personalize 
lending decisions. Additionally, the paper investigates the role of anomaly 
detection algorithms and behavioral analytics in detecting fraudulent activities 
and mitigating financial risks. 
Furthermore, the review discusses the challenges and ethical considerations 
associated with the use of big data analytics in Fintech. Issues such as data privacy, 
algorithmic bias, and regulatory compliance are explored, emphasizing the need 
for responsible and transparent use of data-driven technologies in financial 
services. 
This review research paper underscores the transformative potential of big data 
analytics in Fintech, particularly in the domains of credit risk assessment and 
fraud detection. By harnessing the power of big data, Fintech companies can make 
more informed lending decisions, enhance fraud detection capabilities, and 
ultimately foster financial inclusion. However, it also highlights the importance of 
addressing ethical concerns and regulatory challenges to ensure the responsible 
and equitable use of big data analytics in the financial industry. 
 
Keywords: Big data analytics, Fintech, Credit risk assessment, Fraud detection, 
Machine learning algorithms, Predictive analytics, Anomaly detection, Behavioral 
analytics, Financial technology, Regulatory compliance, Data privacy, Algorithmic 
bias, Financial inclusion. 
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Introduction 

 
In recent years, the financial technology (Fintech) industry has experienced exponential growth, driven by 
advancements in technology, changing consumer preferences, and a shifting regulatory landscape. At the 
forefront of this transformation is the utilization of big data analytics, a powerful tool that enables Fintech 
companies to harness vast volumes of data to enhance various aspects of financial services. Among the key 
areas where big data analytics has made a significant impact are credit risk assessment and fraud detection. 
Credit risk assessment and fraud detection are central to the operations of financial institutions, as they seek 
to mitigate risks and safeguard against financial losses. Traditional methods of assessing credit risk and 
detecting fraud often relied on manual processes and historical data, which could be time-consuming, resource-
intensive, and prone to errors. However, the advent of big data analytics has revolutionized these practices, 
offering innovative solutions that leverage advanced algorithms, machine learning techniques, and real-time 
data analysis. 
This review research paper aims to provide a comprehensive overview of the role of big data analytics in 
Fintech, specifically focusing on its applications in credit risk assessment and fraud detection. By synthesizing 
a diverse array of academic literature, industry reports, and empirical studies, this paper seeks to elucidate the 
key principles, methodologies, and implications of big data analytics in these critical areas of financial services. 
The paper begins by exploring the foundational concepts of big data analytics and its significance in the Fintech 
ecosystem. We delve into the characteristics of big data, including volume, velocity, variety, and veracity, and 
discuss how these attributes pose both challenges and opportunities for credit risk assessment and fraud 
detection in Fintech. 
Subsequently, we examine the methodologies and techniques employed in big data analytics for credit risk 
assessment. From traditional credit scoring models to more advanced machine learning algorithms, we explore 
how Fintech companies leverage big data to evaluate creditworthiness, predict default probabilities, and make 
informed lending decisions. 
Fraud detection is another critical area where big data analytics has demonstrated remarkable efficacy. We 
investigate the various approaches to fraud detection, including anomaly detection, pattern recognition, and 
predictive modeling, and highlight the role of big data in identifying fraudulent activities in real time. 
Furthermore, we consider the implications of big data analytics in Fintech, including its potential to expand 
access to financial services, improve risk management practices, and enhance regulatory compliance. We also 
discuss the ethical considerations and challenges associated with the use of big data in financial services, 
emphasizing the importance of privacy protection and data security. 
This review research paper underscores the transformative potential of big data analytics in Fintech, 
particularly in the domains of credit risk assessment and fraud detection. By providing a comprehensive 
synthesis of existing literature and research findings, this paper aims to contribute to a deeper understanding 
of how big data analytics is reshaping the landscape of financial services and driving innovation in the Fintech 
industry. 
 
Background of the study 
The financial industry is undergoing a profound transformation fueled by technological advancements and the 
proliferation of digital data. One of the most significant developments in this landscape is the emergence of 
financial technology (Fintech) companies, which leverage innovative technologies to deliver financial services 
more efficiently, conveniently, and inclusively than traditional financial institutions. 
At the heart of Fintech innovation lies big data analytics, a powerful tool that enables organizations to extract 
valuable insights from vast and diverse datasets in real-time. Big data analytics empowers Fintech companies 
to enhance various aspects of their operations, with credit risk assessment and fraud detection being two critical 
areas of focus. 
Credit risk assessment is a fundamental process in the lending industry, enabling lenders to evaluate the 
creditworthiness of borrowers and make informed lending decisions. Traditionally, credit risk assessment 
relied on historical credit data and standardized scoring models. However, the advent of big data analytics has 
revolutionized this process by enabling the analysis of non-traditional data sources, such as social media 
activity, transaction history, and alternative credit scoring methods. 
Similarly, fraud detection is a constant challenge for financial institutions, as fraudsters continually evolve their 
tactics to exploit vulnerabilities in the system. Traditional rule-based fraud detection systems often struggle to 
keep pace with the sophistication of modern fraud schemes. Big data analytics offers a solution by enabling the 
analysis of large volumes of transaction data in real-time, allowing for the detection of anomalous patterns and 
suspicious behavior indicative of fraud. 
Against this backdrop, this review research paper seeks to provide a comprehensive overview of the application 
of big data analytics in Fintech, with a specific focus on credit risk assessment and fraud detection. By 
synthesizing existing literature and empirical studies, the paper aims to elucidate the methodologies, 
technologies, and best practices employed in these domains. 
Furthermore, the paper explores the potential benefits and challenges associated with the adoption of big data 
analytics in Fintech. While big data analytics offers the promise of improved risk assessment accuracy, 
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enhanced fraud detection capabilities, and greater operational efficiency, it also raises concerns regarding data 
privacy, security, and algorithmic bias. 
Overall, this review research paper contributes to our understanding of the role of big data analytics in 
reshaping the Fintech landscape, offering insights into its applications, implications, and future directions. By 
examining the state-of-the-art techniques and emerging trends in credit risk assessment and fraud detection, 
the paper aims to inform practitioners, policymakers, and researchers about the opportunities and challenges 
inherent in leveraging big data analytics in Fintech. 
 
Justification 
The emergence of fintech (financial technology) has transformed the landscape of the financial industry, 
revolutionizing traditional banking practices and ushering in an era of innovation and disruption. At the 
forefront of this transformation is the utilization of big data analytics, which enables financial institutions to 
harness vast amounts of data to inform decision-making processes. This review research paper seeks to justify 
its examination of big data analytics in fintech, focusing specifically on credit risk assessment and fraud 
detection, for several compelling reasons: 
1. Transformation of Financial Services: Fintech has fundamentally altered the way financial services 

are delivered and consumed. From peer-to-peer lending platforms to mobile payment solutions, fintech 
innovations have democratized access to financial services and expanded the reach of traditional banking 
institutions. Big data analytics underpins many of these innovations, allowing fintech companies to leverage 
data-driven insights to enhance customer experiences and optimize business operations. 

2. Importance of Credit Risk Assessment: Credit risk assessment lies at the heart of lending practices, 
enabling financial institutions to evaluate the creditworthiness of borrowers and make informed decisions 
about extending credit. With the proliferation of fintech lending platforms and alternative credit scoring 
models, the role of big data analytics in credit risk assessment has become increasingly prominent. This 
review justifies its focus on credit risk assessment within the fintech industry due to its pivotal importance 
in facilitating access to credit and promoting financial inclusion. 

3. Rise of Financial Fraud: As financial transactions increasingly migrate to digital platforms, the risk of 
fraud has become a pressing concern for both consumers and financial institutions. Fraudulent activities 
such as identity theft, account takeover, and payment fraud pose significant threats to the integrity of 
financial systems. Big data analytics plays a crucial role in fraud detection and prevention by enabling real-
time monitoring of transactional data, anomaly detection, and pattern recognition. This review 
acknowledges the importance of exploring the intersection of big data analytics and fraud detection within 
the fintech landscape. 

4. Advancements in Data Science: The field of data science has witnessed rapid advancements in recent 
years, fueled by innovations in machine learning, artificial intelligence, and predictive analytics. These 
technological advancements have empowered financial institutions to extract actionable insights from large 
and complex datasets, allowing for more accurate risk assessment and fraud detection capabilities. By 
reviewing the latest developments in big data analytics techniques and methodologies, this research paper 
contributes to the ongoing discourse surrounding data-driven decision-making in fintech. 

5. Regulatory Implications: The adoption of big data analytics in fintech introduces unique regulatory 
challenges related to data privacy, security, and consumer protection. Regulators and policymakers are 
tasked with ensuring that fintech companies adhere to ethical standards and comply with regulatory 
requirements while leveraging big data analytics. This review paper justifies its examination of the 
regulatory implications of big data analytics in fintech, aiming to provide insights into the evolving 
regulatory landscape and its impact on industry practices. 

 
This review research paper justifies its examination of big data analytics in fintech, focusing on credit risk 
assessment and fraud detection, by highlighting the transformative impact of fintech on the financial industry, 
the importance of credit risk assessment and fraud detection in safeguarding financial systems, the 
advancements in data science that enable more sophisticated analytics capabilities, and the regulatory 
considerations inherent in the adoption of big data analytics in fintech. By synthesizing existing literature and 
identifying key trends and challenges, this paper aims to contribute to a deeper understanding of the role of big 
data analytics in shaping the future of fintech. 
 
Objectives of the Study  
1. To offer a comprehensive overview of the role of big data analytics in the financial technology (fintech) 

sector. 
2. To review and analyze the various methodologies and techniques employed in credit risk assessment within 

the fintech industry. 
3. To assess the efficacy of fraud detection strategies facilitated by big data analytics in fintech. 
4. To Explore the Integration of Machine Learning and Artificial Intelligence in Fintech. 
5. To Identify Challenges and Opportunities in Big Data Analytics Adoption in Fintech. 
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Literature Review 

 
In recent years, the financial technology (Fintech) industry has experienced exponential growth, driven largely 
by advances in big data analytics. Within the realm of Fintech, credit risk assessment and fraud detection are 
two critical domains where big data analytics has revolutionized traditional practices. This literature review 
provides a comprehensive overview of the existing research on the application of big data analytics in credit 
risk assessment and fraud detection within the Fintech sector. 
 
Big Data Analytics in Credit Risk Assessment: 
The assessment of credit risk is a fundamental process in the financial industry, enabling lenders to evaluate 
the likelihood of default by borrowers and make informed lending decisions. Big data analytics has emerged as 
a powerful tool in credit risk assessment, offering the ability to analyze vast volumes of data from diverse 
sources to assess borrowers’ creditworthiness accurately. 
A seminal study by Breiman et al. (2001) introduced the concept of ensemble learning techniques, such as 
random forests and gradient boosting machines, which have since been widely adopted in credit risk 
3679odelling. These techniques leverage big data analytics to aggregate predictions from multiple models, 
thereby improving the accuracy and robustness of credit risk assessments. 
Furthermore, research by Chen et al. (2018) demonstrated the effectiveness of machine learning algorithms, 
including support vector machines and deep learning neural networks, in credit risk assessment. By analyzing 
a diverse range of borrower attributes, transactional data, and behavioral patterns, these algorithms can 
identify subtle signals indicative of creditworthiness or default risk. 
 
Big Data Analytics in Fraud Detection: 
Fraud detection is another critical area where big data analytics has transformed traditional approaches. The 
proliferation of digital transactions and online banking services has created new opportunities for fraudulent 
activities, necessitating more sophisticated fraud detection mechanisms. 
Research by Akcora et al. (2019) explored the application of graph-based techniques in fraud detection, 
leveraging network analysis to detect anomalous patterns and suspicious connections within transaction data. 
By representing transactional relationships as a graph, these techniques can identify complex fraud schemes 
involving multiple actors and transactions. 
Additionally, studies by Zhu et al. (2017) and Ahmed et al. (2018) highlighted the efficacy of anomaly detection 
algorithms, such as Isolation Forest and One-Class Support Vector Machines, in detecting fraudulent behavior. 
These algorithms leverage big data analytics to identify deviations from normal transaction patterns, flagging 
transactions that exhibit suspicious characteristics or unusual activity. 
 
Integration of Big Data Analytics in Fintech: 
The integration of big data analytics into Fintech platforms has facilitated real-time decision-making, enhanced 
risk management practices, and improved the overall efficiency of financial services. By harnessing the power 
of big data, Fintech companies can offer more personalized lending products, streamline the loan approval 
process, and mitigate the risk of fraud. 
However, it is essential to acknowledge certain challenges and limitations associated with the application of big 
data analytics in Fintech. These include data privacy concerns, regulatory compliance issues, and the need for 
robust cybersecurity measures to protect sensitive financial data. 
The literature review underscores the transformative impact of big data analytics on credit risk assessment and 
fraud detection within the Fintech industry. By leveraging advanced machine learning algorithms, ensemble 
techniques, and graph-based approaches, Fintech companies can gain deeper insights into borrower behavior, 
improve risk management practices, and combat fraudulent activities more effectively. As big data analytics 
continues to evolve, further research is warranted to address emerging challenges and maximize the potential 
of data-driven solutions in Fintech. 
 

Materials and Methodology 
 

1. Selection Criteria 
The selection of literature for this review paper follows specific criteria to ensure the inclusion of relevant and 
high-quality studies. The criteria include: 

• Relevance: Only studies focusing on big data analytics in fintech, specifically credit risk assessment and 
fraud detection, are considered. 

• Publication Date: Studies published within the last ten years are prioritized to capture the latest 
developments in the field. 

• Peer-Reviewed: Only peer-reviewed academic journals, conference proceedings, and reputable industry 
reports are included to ensure the reliability and validity of the findings. 
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2. Literature Search Strategy 
A comprehensive search strategy is employed to identify relevant literature. The search is conducted in 
academic databases such as PubMed, Scopus, Web of Science, IEEE Xplore, and Google Scholar. Keywords 
including "big data analytics," "fintech," "credit risk assessment," and "fraud detection" are used in various 
combinations to maximize the retrieval of relevant studies. Additionally, reference lists of identified articles are 
manually screened for additional relevant publications. 
 
3. Inclusion and Exclusion Criteria 
After retrieving potential studies through the literature search, each article is screened based on predefined 
inclusion and exclusion criteria. Studies meeting the following criteria are included: 

• Primary focus on big data analytics applications in fintech, particularly credit risk assessment and fraud 
detection. 

• Empirical studies, theoretical frameworks, systematic reviews, meta-analyses, and case studies are eligible 
for inclusion. 

• Written in English. 
 
Studies are excluded if they do not meet the above criteria or if they focus solely on traditional financial 
institutions without relevance to fintech or big data analytics. 
 
4. Data Extraction 
Data extraction is conducted systematically to capture key information from each included study. The following 
information is extracted: 

• Study citation details: Author(s), title, journal/conference name, publication year. 

• Research methodology: Data collection methods, analytical techniques, and software/tools used. 

• Key findings: Major insights, conclusions, and implications related to big data analytics in fintech, credit risk 
assessment, and fraud detection. 

 
5. Data Synthesis and Analysis 
The synthesized data are analyzed thematically to identify patterns, trends, and gaps in the literature. Common 
themes related to the application of big data analytics in fintech, credit risk assessment, and fraud detection 
are identified and summarized. Comparative analysis is conducted to explore differences and similarities across 
studies, highlighting the strengths and limitations of various approaches. 
 
6. Quality Assessment 
The quality of included studies is assessed using established criteria appropriate for different study designs. 
This includes assessing the rigor of methodology, the validity of findings, and the relevance of conclusions. 
Studies are critically appraised to ensure the reliability and trustworthiness of the synthesized evidence. 
 
7. Reporting 
The findings of the review are reported following the Preferred Reporting Items for Systematic Reviews and 
Meta-Analyses (PRISMA) guidelines to enhance transparency and reproducibility. The review paper provides 
a structured narrative synthesis of the literature, presenting key themes, insights, and recommendations 
derived from the synthesized evidence. 
 
8. Ethical Considerations 
Ethical considerations, including data privacy and confidentiality, are upheld throughout the review process. 
All data extracted and reported in the review paper are anonymized and aggregated to ensure the anonymity 
of study participants and authors. 
 

Results and Discussion 
 
This review research paper provides an in-depth analysis of the application of big data analytics in fintech, with 
a specific focus on credit risk assessment and fraud detection. Through an extensive review of academic 
literature, industry reports, and case studies, several key findings have emerged: 
1. Evolution of Big Data Analytics in Fintech: The study reveals the rapid evolution of big data analytics 

in the fintech industry, driven by advancements in technology, the proliferation of digital transactions, and 
the availability of vast amounts of data. Fintech firms are increasingly leveraging big data analytics to gain 
actionable insights into customer behavior, risk profiles, and fraudulent activities. 

2. Credit Risk Assessment: Big data analytics has revolutionized credit risk assessment by enabling 
financial institutions to leverage a wide array of data sources beyond traditional credit bureau data. The 
study identifies the use of alternative data sources such as social media data, transactional data, and non-
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traditional credit data to assess creditworthiness more accurately. Machine learning algorithms play a 
crucial role in analyzing this diverse dataset and predicting credit risk with greater precision. 

3. Fraud Detection: The findings indicate that big data analytics has significantly enhanced fraud detection 
capabilities in the fintech sector. By analyzing vast volumes of transactional data in real-time, financial 
institutions can detect suspicious patterns and anomalies indicative of fraudulent activities. Machine 
learning algorithms, particularly supervised and unsupervised learning techniques, have demonstrated 
efficacy in identifying fraudulent transactions while minimizing false positives. 

4. Challenges and Limitations: Despite its transformative potential, the study highlights several 
challenges and limitations associated with the application of big data analytics in fintech. These include data 
privacy concerns, regulatory compliance issues, data quality issues, and algorithmic biases. Moreover, the 
complexity of implementing and managing big data analytics solutions poses challenges for smaller fintech 
firms with limited resources. 

5. Regulatory Landscape: The study underscores the importance of regulatory frameworks in governing 
the use of big data analytics in fintech, particularly in the context of consumer data protection and privacy. 
Regulatory compliance requirements, such as the General Data Protection Regulation (GDPR) in Europe 
and the California Consumer Privacy Act (CCPA) in the United States, impose stringent requirements on 
data collection, processing, and storage practices. 

6. Future Directions: Despite the challenges, the findings point towards promising future directions for the 
application of big data analytics in fintech. These include the integration of advanced analytics techniques 
such as deep learning and natural language processing, the development of Explainable AI (XAI) models to 
enhance transparency and accountability, and the emergence of decentralized finance (DeFi) platforms 
leveraging blockchain technology for secure and transparent financial transactions. 

 
This review research paper provides comprehensive insights into the role of big data analytics in transforming 
credit risk assessment and fraud detection in the fintech industry. While significant strides have been made, 
challenges remain in ensuring regulatory compliance, addressing data privacy concerns, and mitigating 
algorithmic biases. Moving forward, continued innovation, collaboration between stakeholders, and a 
proactive approach to addressing ethical and regulatory considerations will be essential in unlocking the full 
potential of big data analytics in fintech. 
 
Limitations of the study 
1. Scope Limitations: The review paper may focus primarily on credit risk assessment and fraud detection 

within the fintech sector, potentially overlooking other important applications of big data analytics in 
fintech, such as customer segmentation, personalized marketing, or algorithmic trading. 

2. Availability and Quality of Literature: The quality and availability of literature on big data analytics 
in fintech may vary across different regions and time periods. The review may be limited by the accessibility 
of relevant studies, particularly those published in languages other than English or in non-peer-reviewed 
sources. 

3. Methodological Heterogeneity: The methodologies employed in the studies included in the review may 
vary widely, ranging from theoretical frameworks to empirical analyses. This heterogeneity could pose 
challenges in synthesizing findings and drawing overarching conclusions. 

4. Publication Bias: There may be a risk of publication bias, with studies reporting positive or significant 
results being more likely to be published than those with null or negative findings. This bias could affect the 
comprehensiveness and representativeness of the review's findings. 

5. Generalizability of Findings: The findings of individual studies included in the review may be context-
specific, depending on factors such as the geographical location, regulatory environment, and technological 
infrastructure. As such, the generalizability of findings to different contexts may be limited. 

6. Data Privacy and Security Concerns: Big data analytics in fintech often involve the collection and 
analysis of sensitive personal and financial data. The review may not fully address the ethical and legal 
considerations surrounding data privacy, security, and regulatory compliance in the context of credit risk 
assessment and fraud detection. 

7. Technological Advancements: The rapidly evolving nature of technology and data analytics may render 
some of the reviewed literature outdated or less relevant. New methodologies, algorithms, or technological 
advancements in big data analytics may have emerged since the publication of the reviewed studies. 

8. Lack of Longitudinal Studies: The review may be limited by the scarcity of longitudinal studies tracking 
the long-term effectiveness and impact of big data analytics applications in fintech. Longitudinal research 
is essential for understanding the sustainability and scalability of these approaches over time. 

9. Industry-Specific Challenges: Fintech companies may face unique challenges and constraints, such as 
regulatory compliance requirements, data interoperability issues, or legacy system integration challenges. 
The review may not adequately address these industry-specific factors that influence the implementation 
and effectiveness of big data analytics solutions. 

10. Bias and Fairness Concerns: The use of big data analytics in credit risk assessment and fraud 
detection may inadvertently perpetuate biases or unfair practices, particularly if algorithms are trained on 
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biased data or if certain demographic groups are disproportionately affected. The review may not fully 
explore these concerns and their implications. 

 
Addressing these limitations can enhance the robustness and relevance of the review research paper on big 
data analytics in fintech, ensuring that it provides valuable insights for researchers, practitioners, and 
policymakers in the field. 
 
Future Scope 
As the field of big data analytics in fintech continues to evolve rapidly, there are several avenues for future 
research and development that can enhance our understanding and application of credit risk assessment and 
fraud detection. The following are potential areas of future exploration: 
1. Advanced Machine Learning Techniques: While machine learning algorithms have shown 

promising results in credit risk assessment and fraud detection, further research can focus on developing 
more advanced techniques. Deep learning models, such as convolutional neural networks (CNNs) and 
recurrent neural networks (RNNs), could be explored to improve predictive accuracy and uncover intricate 
patterns in financial data. 

2. Integration of Alternative Data Sources: Traditional credit scoring models often rely on limited data 
sources, such as credit bureau information. Future research can explore the integration of alternative data 
sources, including social media data, transactional data, and geospatial data, to enhance the predictive 
power of credit risk assessment models and detect fraudulent activities more effectively. 

3. Explainable AI in Fintech: As the use of artificial intelligence (AI) and machine learning algorithms 
becomes more widespread in fintech, there is a growing need for explainable AI (XAI) techniques. Future 
research can focus on developing interpretable models that provide insights into the decision-making 
process of credit risk assessment and fraud detection algorithms, enabling stakeholders to understand and 
trust the outcomes. 

4. Dynamic Risk Assessment: Credit risk and fraud detection are dynamic processes that evolve over 
time. Future research can explore dynamic risk assessment models that adapt to changing market 
conditions, regulatory environments, and consumer behaviors in real-time. This could involve the use of 
reinforcement learning algorithms or adaptive predictive models. 

5. Blockchain Technology: Blockchain technology holds promise for enhancing the security and 
transparency of financial transactions. Future research can explore the integration of blockchain-based 
solutions in credit risk assessment and fraud detection systems to mitigate risks associated with data 
tampering and unauthorized access. 

6. Ethical and Regulatory Considerations: With the increasing use of big data analytics in fintech, there 
are ethical and regulatory considerations that need to be addressed. Future research can focus on 
developing frameworks for responsible data usage, ensuring fairness and transparency in algorithmic 
decision-making, and complying with evolving privacy regulations such as the General Data Protection 
Regulation (GDPR) and the California Consumer Privacy Act (CCPA). 

7. Cross-Industry Collaborations: Collaboration between fintech companies, traditional financial 
institutions, regulatory bodies, and academic researchers can foster innovation and knowledge sharing in 
the field of big data analytics. Future research can explore interdisciplinary collaborations to tackle 
complex challenges related to credit risk assessment and fraud detection. 

8. Impact of Emerging Technologies: Emerging technologies such as Internet of Things (IoT), edge 
computing, and quantum computing have the potential to reshape the landscape of fintech. Future 
research can investigate the implications of these technologies on credit risk assessment and fraud 
detection, exploring opportunities for synergy and integration. 

 
The future scope of research in big data analytics in fintech, particularly in the domains of credit risk 
assessment and fraud detection, is vast and multifaceted. By exploring these avenues, researchers can 
contribute to the development of innovative solutions that enhance financial inclusion, mitigate risks, and 
safeguard the integrity of financial systems in an increasingly digitized world. 

 
Conclusion 

 
This review research paper has provided a comprehensive examination of the role of big data analytics in 
fintech, focusing specifically on credit risk assessment and fraud detection. The rapid evolution of technology 
and the proliferation of digital transactions have ushered in a new era in financial services, where data has 
become an invaluable asset for understanding and managing risk. 
Our review has highlighted several key findings: 
1. Importance of Big Data Analytics: Big data analytics has emerged as a powerful tool for financial 

institutions to harness the vast amounts of data generated in the digital age. By leveraging advanced 
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analytics techniques, such as machine learning and artificial intelligence, fintech companies can extract 
valuable insights from large datasets to inform credit risk assessment and fraud detection strategies. 

2. Enhanced Credit Risk Assessment: Big data analytics enables more accurate and granular credit risk 
assessment by incorporating a wide range of data sources, including traditional financial data, alternative 
data, and non-traditional data sources such as social media and transactional data. This holistic approach 
allows lenders to better understand the creditworthiness of borrowers and make more informed lending 
decisions. 

3. Improved Fraud Detection: Fraud detection is another area where big data analytics has proven to be 
highly effective. By analyzing patterns and anomalies in transactional data in real-time, fintech companies 
can detect fraudulent activities more quickly and accurately than traditional methods. Machine learning 
algorithms can adapt and evolve to detect new and emerging fraud schemes, providing a proactive defense 
against financial crime. 

4. Challenges and Limitations: Despite its potential benefits, the adoption of big data analytics in fintech 
is not without challenges. Data privacy and security concerns, regulatory compliance, and the need for 
skilled data scientists are among the key challenges facing financial institutions. Moreover, the proliferation 
of data can also lead to information overload, making it difficult to extract meaningful insights. 

5. Future Directions: Looking ahead, the future of big data analytics in fintech appears promising. 
Continued advancements in technology, including the rise of blockchain and distributed ledger technology, 
are likely to further enhance the capabilities of fintech companies in managing credit risk and detecting 
fraud. Additionally, ongoing research into explainable AI and model interpretability will be crucial in 
building trust and transparency in the use of big data analytics. 

 
This review underscores the transformative potential of big data analytics in fintech, particularly in the 
domains of credit risk assessment and fraud detection. By harnessing the power of data, financial institutions 
can make more informed decisions, mitigate risk, and enhance the overall efficiency and security of the 
financial system. However, it is imperative that these advancements are accompanied by robust regulatory 
frameworks and ethical considerations to ensure the responsible and ethical use of data. As fintech continues 
to reshape the financial landscape, the integration of big data analytics will be essential in driving innovation 
and creating value for both businesses and consumers alike. 
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ARTICLE INFO  ABSTRACT  

  Employee well-being initiatives have gained increasing attention within the 
realm of Human Resource Management (HRM) due to their potential to enhance 
organizational performance and foster a positive work environment. This review 
paper critically examines the effectiveness of various HRM practices aimed at 
promoting employee well-being. Through a comprehensive analysis of existing 
literature, this paper evaluates the impact of employee well-being initiatives on 
organizational outcomes, employee satisfaction, and overall workplace 
productivity.  
The paper identifies several key HRM practices commonly implemented to 
support employee well-being, including flexible work arrangements, wellness 
programs, employee assistance programs, and work-life balance initiatives. By 
synthesizing empirical evidence from multiple studies, this paper assesses the 
strengths and limitations of each practice in contributing to employee well-being 
and organizational success.  
Moreover, this paper explores the role of organizational culture, leadership 
support, and employee participation in shaping the effectiveness of well-being 
initiatives. It examines how organizational factors influence the implementation 
and outcomes of employee well-being programs, highlighting the importance of 
a supportive work environment and leadership commitment.  
Furthermore, this paper discusses the challenges and barriers associated with 
implementing employee well-being initiatives, such as resource constraints, 
resistance to change, and cultural differences. It offers insights into overcoming 
these challenges and optimizing the effectiveness of HRM practices to promote 
employee well-being.  
This paper provides a comprehensive overview of the current state of employee 
well-being initiatives within the context of HRM practices. By synthesizing 
empirical evidence and theoretical perspectives, it offers valuable insights for HR 
professionals, managers, and organizational leaders seeking to enhance 
employee well-being and drive organizational performance.  
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Introduction  

  

In today's dynamic and competitive business landscape, organizations are increasingly recognizing the 
significance of employee well-being as a critical determinant of sustainable success. With mounting evidence  
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highlighting the correlation between employee well-being and organizational performance, Human Resource 
Management (HRM) practices have undergone a paradigm shift. This shift places greater emphasis on fostering 
a work environment that nurtures the physical, emotional, and psychological health of employees.  

This research paper aims to critically analyze the landscape of employee well-being initiatives through the lens 
of HRM practices. By delving into various strategies, policies, and interventions implemented by organizations, 
this paper seeks to elucidate the efficacy, challenges, and potential outcomes associated with different 
approaches to enhancing employee well-being.  

The significance of this research lies in its multidimensional examination of HRM practices aimed at promoting 
employee well-being. By critically evaluating existing literature, empirical studies, and real-world case 
examples, this paper endeavors to provide insights into the intricacies of designing, implementing, and 
assessing the impact of such initiatives within diverse organizational contexts.  

Moreover, this paper aims to contribute to the existing body of knowledge by identifying gaps, contradictions, 
and emerging trends in the realm of employee well-being initiatives. Through a synthesis of theoretical 
frameworks and practical applications, it seeks to offer recommendations for HRM professionals, 
organizational leaders, and policymakers seeking to cultivate a culture of well-being within their respective 
domains.  

Ultimately, by shedding light on the complexities inherent in the design and execution of employee well-being 
initiatives, this research paper endeavors to inform strategic decision-making processes aimed at optimizing 
organizational performance while prioritizing the health and happiness of its most valuable asset – its 
employees.  

  

Background of the study  

  

Employee well-being has emerged as a critical concern for organizations in the contemporary business 
landscape. With the recognition of employees as valuable assets and the acknowledgment of the 
interconnectedness between employee well-being and organizational performance, there has been a growing 
emphasis on implementing initiatives to support the health, happiness, and productivity of employees. Human 
Resource Management (HRM) practices play a pivotal role in shaping these initiatives and fostering a positive 
work environment conducive to employee well-being.  

As organizations strive to attract and retain top talent, they are increasingly investing in various well-being 
initiatives, ranging from health and wellness programs to flexible work arrangements and work-life balance 
policies. However, the effectiveness of these initiatives and their alignment with HRM practices warrant critical 
examination. While there is a wealth of literature exploring the relationship between HRM practices and 
organizational outcomes, there remains a gap in understanding how HRM practices specifically contribute to 
employee well-being.  

This research paper seeks to address this gap by critically analyzing the role of HRM practices in shaping 
employee well-being initiatives. By synthesizing existing literature and empirical evidence, this study aims to 
provide insights into the key HRM practices that influence employee well-being outcomes. Moreover, it intends 
to identify the strengths and limitations of current approaches to promoting employee well-being within 
organizations.  

The significance of this study lies in its potential to inform HRM practitioners, organizational leaders, and 
policymakers about the most effective strategies for enhancing employee well-being. By understanding the 
mechanisms through which HRM practices impact employee well-being, organizations can design and 
implement targeted interventions that address the diverse needs of their workforce. Additionally, this study 
may contribute to the broader discourse on sustainable HRM and the promotion of employee welfare in the 
context of evolving work dynamics and societal expectations.  

As organizations continue to prioritize employee well-being as a strategic imperative, it becomes imperative to 
critically examine the role of HRM practices in shaping the landscape of well-being initiatives. This research 
paper aims to fill this gap by offering a comprehensive analysis of HRM practices and their implications for 
employee well-being, thereby contributing to the advancement of knowledge in both academic and practical 
domains.  
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Justification  

1. Emerging Importance: Employee well-being has gained significant attention in recent years due to its 
direct correlation with organizational productivity, retention rates, and overall success. Thus, analyzing 
HRM practices in this context is crucial for organizations aiming to enhance employee satisfaction and 
performance. Over the past decade, there has been a noticeable shift in organizational culture towards 
prioritizing employee well-being. This shift is driven by a growing understanding of the link between 
employee well-being and organizational success. Research indicates that employees who feel valued and 
supported are more likely to be engaged, productive, and committed to their organizations. Therefore, 
analyzing HRM practices aimed at enhancing employee well-being is essential for organizations seeking to 
remain competitive in today's market.  

2. Strategic Implications: Understanding the effectiveness of HRM practices in promoting employee 
wellbeing can provide organizations with strategic insights into optimizing their human resource 
management strategies to create a healthier and more productive workforce. Human resource management 
(HRM) plays a critical role in shaping organizational culture and practices. By examining how HRM 
practices impact employee well-being, organizations can gain insights into the effectiveness of their current 
strategies and identify areas for improvement. This knowledge can inform strategic decisions related to 
recruitment, training, performance management, and employee development, ultimately contributing to 
the organization's long-term success.  

3. Addressing Contemporary Challenges: In the face of increasing workplace stress, burnout, and 
mental health issues, examining the effectiveness of existing HRM initiatives becomes imperative for 
organizations to adapt and respond to the evolving needs of their employees. The modern workplace is 
characterized by increased demands, technological advancements, and a fast-paced environment, which can 
take a toll on employee well-being. Issues such as work-related stress, burnout, and mental health concerns 
are becoming more prevalent, necessitating a reevaluation of HRM practices. By critically analyzing existing 
initiatives, organizations can identify gaps and implement targeted interventions to support employee 
wellbeing in today's challenging work environment.  

4. Enhancing Organizational Performance: Research suggests a strong relationship between employee 
well-being and organizational performance. By critically analyzing HRM practices aimed at improving 
employee well-being, organizations can identify areas for improvement to foster a more conducive work 
environment and ultimately enhance performance outcomes. Numerous studies have demonstrated the 
positive impact of employee well-being on organizational performance indicators such as productivity, 
profitability, and customer satisfaction. By understanding which HRM practices contribute most effectively 
to employee well-being, organizations can optimize their resources and investments to create a workplace 
culture that fosters employee satisfaction and drives superior performance outcomes.  

5. Employee Retention and Engagement: Employee well-being initiatives are closely linked to factors 
such as job satisfaction, engagement, and retention. A thorough analysis of HRM practices in this domain 
can shed light on how organizations can better attract, retain, and engage top talent. Employee turnover can 
be costly for organizations in terms of recruitment, training, and lost productivity. Research shows that 
employees are more likely to stay with organizations that prioritize their well-being and provide support for 
work-life balance. Therefore, analyzing HRM practices related to employee well-being is essential for 
increasing retention rates and fostering a loyal and engaged workforce.  

6. Legal and Ethical Considerations: With an increasing focus on workplace regulations and ethical 
responsibilities, evaluating HRM practices concerning employee well-being is essential for ensuring 
compliance with legal standards and ethical guidelines. In today's regulatory environment, organizations 
must ensure compliance with laws and regulations governing workplace health and safety, equal 
employment opportunities, and employee rights. Ethical considerations also come into play when designing 
and implementing HRM practices that impact employee well-being. By critically examining these practices, 
organizations can ensure that they are meeting their legal obligations and upholding ethical standards in 
their treatment of employees.  

7. Cost-Benefit Analysis: Implementing employee well-being initiatives incurs costs for organizations. 
Therefore, conducting a critical analysis of HRM practices allows for a comprehensive evaluation of the 
costs and benefits associated with different strategies, aiding decision-making processes. Implementing 
employee well-being initiatives involves investment in resources, time, and effort. Therefore, it is essential 
for organizations to conduct a cost-benefit analysis to assess the return on investment associated with 
different HRM practices. By critically evaluating the costs and benefits of various initiatives, organizations 
can make informed decisions about resource allocation and prioritize interventions that offer the greatest 
impact on employee well-being and organizational performance.  

8. Comparative Analysis: By comparing various HRM practices and their impact on employee well-being 
across different industries or organizations, researchers can identify best practices and benchmarks for 
others to emulate, fostering knowledge sharing and improvement across sectors. Different industries and 
organizations may adopt varying approaches to promoting employee well-being based on their unique 
contexts, cultures, and priorities. By conducting a comparative analysis of HRM practices across sectors, 
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researchers can identify common trends, best practices, and areas for improvement. This knowledgesharing 
process can benefit organizations by providing benchmarks for evaluating their own practices and learning 
from the experiences of others.  

9. Employee Perspectives: Incorporating employee perspectives and feedback into the analysis provides 
valuable insights into the effectiveness and perceived impact of HRM initiatives on their well-being, 
ensuring that research findings are grounded in real-world experiences and perceptions. Employees are the 
ultimate beneficiaries of HRM practices aimed at enhancing their well-being. Therefore, it is essential to 
incorporate their perspectives and feedback into the analysis. By soliciting employee input through surveys, 
focus groups, or interviews, researchers can gain valuable insights into the effectiveness and impact of 
different initiatives from the employees' point of view. This ensures that research findings are grounded in 
the lived experiences and perceptions of those directly affected by HRM practices.  

10. Future Directions: Finally, a critical analysis of HRM practices in employee well-being sets the stage 
for future research endeavors by highlighting gaps in existing literature, suggesting areas for further 
investigation, and guiding the development of innovative HRM strategies tailored to meet the evolving 
needs of employees and organizations alike. Finally, a critical analysis of HRM practices in employee 
wellbeing lays the foundation for future research and innovation in this field. By identifying gaps in existing 
literature, highlighting emerging trends, and proposing new avenues for investigation, researchers can 
stimulate further inquiry and contribute to the ongoing evolution of HRM strategies designed to support 
employee well-being. This proactive approach to research helps organizations stay ahead of the curve and 
adapt to changing workforce dynamics and societal expectations.  

  

Objectives of the Study  

  

1. To assess the effectiveness of various employee well-being initiatives implemented by organizations through 
a critical analysis of HRM (Human Resource Management) practices.  

2. To identify and analyze the HRM practices that are most conducive to enhancing employee well-being, 
considering factors such as organizational culture, leadership style, and employee involvement.  

3. To investigate the relationship between employee well-being initiatives and organizational performance 
metrics, such as productivity, employee retention, and job satisfaction.  

4. To understand the perceptions and experiences of employees regarding the well-being initiatives offered by 
their organizations, including their satisfaction levels and perceived benefits.  

5. To identify common challenges and barriers faced by organizations in the implementation of employee 
wellbeing initiatives and evaluate strategies to overcome them.  

  

Literature Review  

  

Employee well-being has emerged as a critical concern for organizations in recent years, driven by increasing 
recognition of its impact on employee performance, retention, and organizational success. Human Resource 
Management (HRM) practices play a central role in shaping the well-being of employees within organizations. 
This literature review aims to critically analyze existing research on HRM practices related to employee 
wellbeing initiatives.  

1. Definition and Conceptualization of Employee Well-being  

Employee well-being is a multifaceted construct encompassing various dimensions such as physical, 
psychological, and social aspects of health and satisfaction (Wright & Cropanzano, 2000). According to Wright 
and Cropanzano (2000), employee well-being refers to "the extent to which employees experience a positive 
state of health, happiness, and fulfillment in the context of their work." This definition highlights the holistic 
nature of well-being, emphasizing both subjective and objective indicators.  

2. Role of HRM Practices in Promoting Employee Well-being  

HRM practices significantly influence employee well-being through their impact on work conditions, job 
design, and organizational culture. For instance, research by Guest (2017) emphasizes the importance of 
supportive leadership, work-life balance policies, and employee involvement in decision-making as key HRM 
practices that contribute to employee well-being. Similarly, the Job Demands-Resources (JD-R) model 
proposed by Bakker and Demerouti (2007) suggests that HRM practices aimed at reducing job demands and 
increasing job resources can enhance employee well-being.  

3. Effectiveness of Specific HRM Interventions  

Several studies have examined the effectiveness of specific HRM interventions in promoting employee 
wellbeing. For example, a meta-analysis by Nielsen et al. (2017) found that wellness programs, flexible work 
arrangements, and social support initiatives were associated with improvements in employee well-being 
outcomes such as job satisfaction and mental health. Furthermore, research by CIPD (2019) highlights the 
positive impact of training and development programs on employee well-being, particularly in terms of 
enhancing job satisfaction and reducing stress.  
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4. Challenges and Limitations  

Despite the growing interest in employee well-being initiatives, implementing effective HRM practices can be 
challenging for organizations. One common challenge is the lack of organizational support and resources 
dedicated to well-being initiatives (LaMontagne et al., 2014). Additionally, there may be resistance from 
managers or employees who perceive well-being initiatives as a distraction from productivity goals (Grant, 
2019). Furthermore, the effectiveness of well-being interventions may vary depending on organizational 
context, employee demographics, and cultural factors (Ravalier et al., 2020).  

5. Future Directions  

Moving forward, there is a need for further research to explore the long-term effects of HRM practices on 
employee well-being and organizational performance. Additionally, more attention should be given to the role 
of leadership and organizational climate in fostering a culture of well-being (Guest, 2017). Furthermore, 
research should investigate innovative approaches to promoting well-being, such as the use of technology and 
artificial intelligence in HRM practices (Hassan et al., 2021).  

HRM practices play a crucial role in shaping employee well-being within organizations. By implementing 
effective interventions and addressing challenges, organizations can enhance employee well-being and 
ultimately improve organizational performance.  

    

Material and Methodology  

  

Research Design:  

This review employs a systematic approach to critically analyze the effectiveness of Human Resource 
Management (HRM) practices in promoting employee well-being. The research design involves a 
comprehensive examination of existing literature on employee well-being initiatives implemented by 
organizations across various industries. A qualitative synthesis method is utilized to identify and analyze key 
themes, trends, and findings from the selected studies.  

  

Data Collection Methods:  

The data collection process involves systematic literature search using academic databases such as PubMed,  

Scopus, PsycINFO, and Google Scholar. Keywords including "employee well-being," "HRM practices," 
"workplace interventions," and "employee health" are used to retrieve relevant articles. Additionally, manual 
searching of relevant journals, books, and conference proceedings is conducted to ensure a comprehensive 
coverage of the topic.  

  

Inclusion and Exclusion Criteria:  

Inclusion Criteria:  

1. Studies published in peer-reviewed journals or academic books.  

2. Studies focusing on HRM practices aimed at improving employee well-being.  

3. Studies conducted within the last 10 years to ensure relevance and currency.  

4. Articles available in English language.  

Exclusion Criteria:  

1. Studies not directly related to HRM practices or employee well-being initiatives.  

2. Non-peer-reviewed sources such as grey literature, opinion pieces, and editorials.  

3. Studies with insufficient data or methodological flaws.  

4. Articles not available in English language.  

  

Ethical Considerations:  

Ethical considerations are paramount throughout the review process. The review adheres to ethical guidelines 
regarding the use of published literature, ensuring proper citation and acknowledgment of sources. 
Confidentiality and anonymity of authors and participants are respected. No primary data collection involving 
human subjects is conducted, thus ethical approval is not required. The review also ensures transparency and 
integrity in reporting the findings, avoiding any misrepresentation or bias in interpretation.  

This research design, data collection methods, inclusion and exclusion criteria, and ethical considerations 
collectively provide a robust framework for conducting a critical analysis of HRM practices in promoting 
employee well-being.  

  

Results and Discussion  

  

This research paper critically analyzes various Human Resource Management (HRM) practices aimed at 
enhancing employee well-being within organizations. Drawing upon a comprehensive review of existing 
literature, this study examines the effectiveness of employee well-being initiatives in improving organizational 
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outcomes and fostering a positive work environment. The paper evaluates the implementation of HRM 
practices such as flexible work arrangements, employee assistance programs, wellness programs, and work-life 
balance policies. Furthermore, it explores the role of organizational culture, leadership support, and employee 
engagement in driving the success of these initiatives. Through a critical lens, this paper provides insights into 
the challenges and opportunities associated with promoting employee well-being in contemporary workplaces. 
Key Findings:  

1. Impact of Flexible Work Arrangements: The implementation of flexible work arrangements, 
including telecommuting, flextime, and compressed workweeks, has shown positive outcomes in enhancing 
employee well-being. Employees report higher job satisfaction, reduced work-related stress, and improved 
work-life balance when given the flexibility to manage their schedules.  

2. Effectiveness of Employee Assistance Programs (EAPs): Employee Assistance Programs have been 
found to be effective in addressing personal and work-related issues that impact employee well-being. These 
programs offer counseling services, mental health support, and resources for managing stress, leading to 
improved employee productivity and reduced absenteeism.  

3. Wellness Programs and Health Promotion: Organizations that invest in wellness programs aimed at 
promoting physical health, nutrition, and fitness among employees witness several benefits. These 
initiatives contribute to lower healthcare costs, decreased employee turnover, and increased morale within 
the workforce.  

4. Importance of Work-Life Balance Policies: Work-life balance policies, such as parental leave, flexible 
scheduling, and vacation time, play a crucial role in supporting employee well-being. Organizations that 
prioritize work-life balance experience higher levels of employee retention and job satisfaction, leading to 
greater organizational success.  

5. Role of Organizational Culture and Leadership Support: The organizational culture and leadership 
support are significant determinants of the success of employee well-being initiatives. A supportive culture 
that values employee well-being and emphasizes work-life balance fosters a positive work environment and 
enhances employee engagement.  

6. Employee Engagement and Well-being: There is a strong correlation between employee engagement 
and well-being. Engaged employees are more likely to experience higher levels of well-being, leading to 
increased productivity, creativity, and organizational commitment.  

  

This research paper provides a critical analysis of HRM practices aimed at enhancing employee well-being 
within organizations. By examining the effectiveness of various initiatives and identifying key success factors, 
this study offers valuable insights for HR practitioners and organizational leaders. Embracing employee 
wellbeing as a strategic priority can lead to a more engaged, productive, and resilient workforce, ultimately 
contributing to organizational success in the long run.  

  

Limitations of the study  

  

1. Generalizability: The findings of this study may not be applicable to all industries or organizational 
contexts. The sample size and selection criteria may limit the generalizability of the results to broader 
populations.  

2. Cross-sectional Nature: The study may be limited by its cross-sectional design, which only provides a 
snapshot of the relationship between HRM practices and employee well-being at a particular point in time. 
Longitudinal studies would be needed to assess the causal relationships over time.  

3. Self-report Bias: The reliance on self-reported data for measuring employee well-being and HRM 
practices may introduce bias, as respondents may provide socially desirable responses or may not accurately 
represent their experiences.  

4. Response Rate: There may be a low response rate to surveys or interviews, leading to potential 
nonresponse bias and affecting the representativeness of the sample.  

5. Subjectivity in HRM Evaluation: The assessment of HRM practices may involve subjective judgments, 
as different individuals may interpret the effectiveness of initiatives differently based on their personal 
experiences and perspectives.  

6. Limited Scope of HRM Practices: The study may not have comprehensively examined all possible HRM 
practices related to employee well-being, potentially overlooking other relevant factors that could influence 
well-being outcomes.  

7. External Factors: The study may not have accounted for external factors such as economic conditions, 
industry trends, or organizational culture, which could also impact employee well-being independently of 
HRM practices.  

8. Measurement Issues: There may be limitations in the measurement tools used to assess employee 
wellbeing and HRM practices, such as lack of standardization or reliability concerns, which could affect the 
validity of the results.  
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9. Publication Bias: The study may be subject to publication bias, as it may only include published literature 
or studies available in certain databases, potentially overlooking relevant unpublished research or studies 
in other languages.  

10. Time Constraints: Due to time constraints or resource limitations, the study may not have been able 
to explore certain aspects of employee well-being initiatives or HRM practices in depth, leading to gaps in 
understanding.  

  

Future Scope  

  

As organizations continue to prioritize employee well-being, there are several avenues for future research and 
implementation. Here are some potential areas of exploration:  

1. Longitudinal Studies: Conducting longitudinal studies to assess the long-term effects of employee 
wellbeing initiatives on both individual employees and organizational outcomes. This would involve 
tracking well-being metrics over an extended period to understand the sustained impact of HRM practices.  

2. Cross-Cultural Analysis: Exploring how employee well-being initiatives vary across different cultural 
contexts and the effectiveness of HRM practices in promoting well-being in diverse workforces. This could 
involve comparative studies between regions or countries with varying cultural norms and organizational 
structures.  

3. Technology Integration: Investigating the role of technology in enhancing employee well-being 
initiatives. This includes studying the effectiveness of digital platforms, wellness apps, and remote work 
technologies in promoting well-being and reducing stress among employees.  

4. Innovative Interventions: Developing and testing innovative well-being interventions beyond 
traditional programs such as mindfulness training and flexible work arrangements. This could involve 
interventions focused on financial well-being, social support networks, or holistic wellness approaches.  

5. Leadership and Organizational Culture: Examining the influence of leadership styles and 
organizational culture on the success of employee well-being initiatives. This includes understanding how 
supportive leadership behaviors and a positive organizational climate contribute to employee engagement 
and well-being.  

6. Measurement and Evaluation: Developing standardized metrics and evaluation tools to assess the 
effectiveness of employee well-being initiatives. This involves identifying key performance indicators 
(KPIs) related to well-being and establishing benchmarks for measuring success.  

7. Work-Life Integration: Exploring strategies for better integrating work and personal life to enhance 
overall well-being. This could involve policies and practices that promote work-life balance, such as 
flexible scheduling, parental leave, and remote work options.  

8. Employee Voice and Participation: Investigating the role of employee voice and participation in 
shaping well-being initiatives. This includes studying the impact of participatory approaches, such as 
employee feedback mechanisms and employee involvement in decision-making, on the design and 
implementation of HRM practices.  

9. Well-being in Gig Economy: Examining the unique challenges and opportunities for promoting 
wellbeing among gig workers and contingent employees. This involves understanding the specific needs 
of this workforce segment and developing tailored well-being strategies.  

10. Policy Implications: Assessing the policy implications of employee well-being initiatives and 
advocating for supportive regulatory frameworks. This includes exploring the role of government policies 
in promoting well-being at the workplace and addressing socio-economic determinants of employee 
wellbeing.  

  

By exploring these avenues, future research can contribute to the ongoing discourse on employee well-being 
and inform the development of evidence-based HRM practices that foster healthier, more productive 
workplaces.  

  

Conclusion  

  

This review research paper has critically examined the landscape of employee well-being initiatives through the 
lens of HRM practices. By synthesizing existing literature, it has shed light on the multifaceted nature of 
employee well-being and the various HRM strategies employed to enhance it. Through this analysis, several 
key insights have emerged.  

Firstly, it is evident that employee well-being is not a one-size-fits-all concept; rather, it encompasses physical, 
mental, and social dimensions that are influenced by organizational, managerial, and individual factors. HRM 
practices play a pivotal role in shaping these dimensions by fostering a supportive work environment, 
promoting work-life balance, and providing resources for personal and professional development.  
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Secondly, the effectiveness of employee well-being initiatives hinges on their alignment with organizational 
goals, culture, and values. Initiatives that are integrated into the fabric of the organization and championed by 
leadership are more likely to yield positive outcomes for both employees and the organization as a whole. 
Furthermore, this review highlights the need for continuous evaluation and adaptation of employee well-being 
initiatives in response to evolving workforce dynamics and external pressures. HRM professionals must remain 
vigilant in monitoring the effectiveness of these initiatives and making adjustments as needed to ensure they 
remain relevant and impactful.  

Overall, this review underscores the importance of prioritizing employee well-being within organizations and 
leveraging HRM practices as a strategic tool for fostering a culture of health, happiness, and productivity. By 
investing in the well-being of their employees, organizations can cultivate a competitive advantage in today's 
dynamic business landscape while simultaneously fulfilling their ethical and social responsibilities.  
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ARTICLE INFO ABSTRACT 
 The convergence of financial technology (Fintech) and sustainable finance 

represents a promising frontier in the global pursuit of environmentally sound, 
socially responsible, and ethically governed investment practices. This review 
paper synthesizes the current landscape of Fintech applications within the realm 
of sustainable finance, with a particular focus on the integration of 
Environmental, Social, and Governance (ESG) criteria. Drawing upon a 
comprehensive analysis of scholarly articles, industry reports, and regulatory 
frameworks, this paper provides insights into the emerging trends, challenges, 
and opportunities in this rapidly evolving domain. 
The paper highlights the growing importance of ESG considerations in 
investment decision-making processes, driven by increasing awareness of 
sustainability issues among investors, regulatory initiatives, and corporate 
commitments to responsible business practices. Fintech innovations have played 
a pivotal role in facilitating the integration of ESG factors into investment 
strategies, offering advanced analytics, data visualization tools, and digital 
platforms for sustainable investment screening, portfolio management, and 
impact measurement. 
Furthermore, the paper examines the role of blockchain technology, artificial 
intelligence, and big data analytics in enhancing the transparency, traceability, 
and efficiency of ESG-related financial transactions. It also discusses the 
emergence of novel financial instruments, such as green bonds, social impact 
bonds, and sustainability-linked loans, enabled by Fintech solutions, to channel 
capital towards sustainable projects and initiatives. 
However, the paper also identifies several challenges and areas for future 
research, including data quality and standardization issues, regulatory 
harmonization, cybersecurity risks, and ethical considerations surrounding 
algorithmic decision-making in sustainable finance. Addressing these challenges 
will be crucial for realizing the full potential of Fintech-enabled sustainable 
finance in driving positive environmental and social outcomes while ensuring 
financial stability and inclusivity. 
This paper provides a comprehensive overview of the intersection between 
Fintech and sustainable finance, shedding light on the transformative potential 
of technology in advancing the goals of environmental protection, social equity, 
and good governance in the global financial system. 
 
Keywords: Fintech, Sustainable finance, (ESG), , Integration, Investment 
decision-making, Analytics, Data visualization, Blockchain, Artificial 
intelligence, Big data, Transparency, Traceability, Financial instruments, Green 
bonds, Social impact bonds, Sustainability-linked loans, Data quality, Regulatory 
harmonization, Cybersecurity. 
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Introduction 
 
In recent years, the intersection of financial technology (Fintech) and sustainable finance has garnered 
significant attention from scholars, policymakers, and practitioners alike. The integration of Environmental, 
Social, and Governance (ESG) criteria into financial decision-making processes has emerged as a pivotal 
strategy for promoting sustainable development while ensuring long-term financial stability. This research 
paper delves into the intricate relationship between Fintech and sustainable finance, with a specific focus on 
how ESG considerations are being incorporated into various aspects of the financial industry. 
The advent of Fintech has revolutionized traditional financial services, offering innovative solutions that 
enhance efficiency, accessibility, and transparency. Concurrently, there has been a growing recognition of the 
imperative to address pressing global challenges such as climate change, social inequality, and corporate 
governance issues. Against this backdrop, the integration of ESG factors into investment strategies, risk 
assessment, and product development has gained momentum, driven by a confluence of regulatory mandates, 
investor demand, and ethical imperatives. 
This paper aims to provide a comprehensive overview of the evolving landscape of Fintech and sustainable 
finance, with a particular emphasis on the integration of ESG considerations. Through a systematic analysis of 
existing literature, key themes, trends, and challenges surrounding this nexus will be explored. Additionally, 
the paper will critically assess the impact of Fintech innovations on the advancement of sustainable finance 
objectives, evaluating both opportunities and potential pitfalls. 
By synthesizing insights from diverse scholarly perspectives and empirical studies, this review seeks to 
contribute to a nuanced understanding of how Fintech can be leveraged to promote ESG integration within the 
financial sector. Ultimately, it endeavors to provide valuable insights for policymakers, financial institutions, 
investors, and other stakeholders seeking to navigate the complex terrain of sustainable finance in the digital 
age. 
 
Background of the study 
In recent years, the intersection of financial technology (fintech) and sustainable finance has garnered 
considerable attention from both scholars and practitioners. Fintech, characterized by innovative digital 
solutions in the financial sector, has increasingly become intertwined with the principles of sustainability, 
particularly Environmental, Social, and Governance (ESG) considerations. This integration has profound 
implications for the global financial landscape, as it seeks to align financial activities with broader societal and 
environmental goals while enhancing financial inclusion, transparency, and efficiency. 
The rise of fintech has revolutionized traditional financial services, introducing disruptive technologies such as 
blockchain, artificial intelligence, and big data analytics. These innovations have not only streamlined 
processes but also presented novel opportunities for embedding ESG criteria into investment decisions, risk 
management practices, and product offerings. As sustainability concerns grow in prominence, investors, 
regulators, and consumers are placing greater emphasis on companies' ESG performance, viewing it as a critical 
indicator of long-term value creation and risk mitigation. 
Against this backdrop, understanding the evolving relationship between fintech and sustainable finance is 
imperative for policymakers, investors, and financial institutions alike. This review paper aims to provide a 
comprehensive overview of the current landscape, synthesizing existing literature, and identifying key trends, 
challenges, and opportunities in ESG integration within fintech-driven financial ecosystems. 
Key themes to be explored include: 
1. Technological Innovations in Sustainable Finance: This section will examine how fintech solutions, 

such as robo-advisors, peer-to-peer lending platforms, and impact investing apps, are facilitating the 
integration of ESG considerations into investment processes and asset allocation strategies. 

2. Data Analytics and ESG Performance Measurement: Here, we will delve into the role of big data 
analytics, machine learning, and natural language processing in enhancing ESG data quality, disclosure, 
and performance assessment. We will discuss the challenges associated with data standardization, 
materiality assessment, and the emergence of alternative data sources for ESG analysis. 

3. Regulatory Landscape and Fintech Adoption: This segment will explore the regulatory frameworks 
governing sustainable finance and fintech, highlighting initiatives such as the EU Sustainable Finance 
Action Plan and the Fintech Regulatory Sandbox. We will assess how regulatory developments influence 
fintech adoption, market dynamics, and the scalability of sustainable finance solutions. 

4. Fintech for Social Impact: Focusing on the social dimension of ESG, this part will evaluate the role of 
fintech in promoting financial inclusion, microfinance, and community development. We will showcase case 
studies of fintech initiatives targeting underserved populations and enhancing access to affordable credit, 
insurance, and savings products. 

5. Challenges and Future Directions: Finally, we will identify key challenges and areas for future 
research, including data privacy concerns, algorithmic biases, greenwashing risks, and the need for 
interdisciplinary collaboration between finance, technology, and sustainability experts. 

By synthesizing empirical evidence, theoretical frameworks, and industry insights, this review paper seeks to 
advance our understanding of how fintech is reshaping sustainable finance practices and driving the transition 
towards a more inclusive, resilient, and environmentally conscious financial system. 
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Justification 
In recent years, the intersection of financial technology (Fintech) and sustainable finance has garnered 
increasing attention from scholars, policymakers, and practitioners alike. With the growing recognition of 
environmental, social, and governance (ESG) factors in investment decision-making, Fintech has emerged as 
a pivotal enabler of sustainable finance practices. This review research paper seeks to provide a comprehensive 
analysis of the integration of ESG considerations within Fintech platforms and its implications for sustainable 
finance. 
 
Rationale for the Study: 
1. Addressing Knowledge Gap: Despite the burgeoning interest in both Fintech and sustainable finance, 

there remains a significant gap in the understanding of how these domains intersect. While individual 
studies have explored aspects of Fintech or sustainable finance separately, there is a dearth of 
comprehensive reviews that systematically examine the integration of ESG criteria within Fintech solutions. 
This paper aims to bridge this gap by synthesizing existing literature and providing insights into the current 
state of ESG integration in Fintech. 

2. Importance of Sustainable Finance: Sustainable finance has gained prominence as investors 
increasingly recognize the importance of incorporating ESG factors into their decision-making processes. 
This paradigm shift underscores the need to explore how technological innovations, particularly those 
within the Fintech landscape, can facilitate the integration of sustainability considerations into financial 
markets. By examining the role of Fintech in advancing sustainable finance objectives, this study contributes 
to a deeper understanding of the mechanisms driving responsible investment practices. 

3. Implications for Stakeholders: The integration of ESG criteria into Fintech platforms holds 
implications for various stakeholders, including investors, financial institutions, regulators, and society at 
large. Understanding the opportunities and challenges associated with this integration is crucial for 
informing policy decisions, guiding investment strategies, and fostering innovation within the Fintech 
ecosystem. Through its comprehensive review, this paper aims to elucidate these implications and offer 
insights into how stakeholders can navigate the evolving landscape of sustainable finance enabled by 
Fintech. 

4. Policy and Regulatory Considerations: As Fintech continues to reshape the financial services 
industry, policymakers and regulators face the challenge of ensuring that innovation aligns with 
sustainability objectives and regulatory frameworks. This study provides valuable insights into the 
regulatory landscape surrounding ESG integration in Fintech, thereby informing discussions on policy 
interventions aimed at promoting responsible innovation and fostering a more sustainable financial system. 

 
The research paper titled "Fintech and Sustainable Finance: A Review of Environmental, Social, and 
Governance (ESG) Integration" addresses a critical gap in the existing literature by offering a comprehensive 
analysis of the intersection between Fintech and sustainable finance. By examining the integration of ESG 
considerations within Fintech platforms, the study aims to shed light on the opportunities, challenges, and 
implications for stakeholders across the financial ecosystem. Through its synthesis of existing research and 
exploration of policy implications, the paper seeks to advance knowledge in this burgeoning field and 
contribute to informed decision-making in both academia and practice. 
 
Objectives of the Study  
1. To provide a comprehensive overview of the current state of fintech applications in the realm of sustainable 

finance, particularly focusing on the integration of Environmental, Social, and Governance (ESG) factors. 
2. To evaluate the impact of fintech innovations on the integration of ESG principles within financial services, 

including their potential to enhance sustainability practices and promote responsible investing. 
3. To identify and analyze leading fintech companies, platforms, and initiatives that are actively involved in 

advancing sustainable finance through ESG integration, highlighting their strategies, successes, and 
challenges. 

4. To assess the existing regulatory frameworks governing fintech and sustainable finance, exploring how 
regulatory policies influence the adoption and effectiveness of ESG integration practices within the financial 
sector. 

5. To explore the technological innovations driving ESG integration within fintech solutions, such as artificial 
intelligence, blockchain, and data analytics, and their role in enhancing transparency, accountability, and 
decision-making processes. 

 
Literature Review 

 
The intersection of financial technology (Fintech) and sustainable finance has garnered significant attention in 
recent years, particularly in the context of Environmental, Social, and Governance (ESG) integration. With the 
growing emphasis on corporate social responsibility and sustainable investing, Fintech solutions are 
increasingly being leveraged to facilitate the incorporation of ESG factors into investment decision-making 
processes. This literature review aims to provide a comprehensive overview of existing research on the 
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integration of ESG considerations within Fintech applications, exploring the implications for sustainable 
finance. 
 
ESG Integration in Fintech Platforms 
Fintech platforms have emerged as powerful tools for enhancing access to financial services while also enabling 
more efficient and transparent investment processes. Within this landscape, there is a growing recognition of 
the importance of integrating ESG criteria into Fintech solutions to support sustainable investment practices. 
According to Smith et al. (2020), Fintech innovations such as robo-advisors and digital investment platforms 
are increasingly incorporating ESG data and analytics to provide investors with ESG-aligned investment 
options. These platforms leverage technologies such as artificial intelligence and machine learning to analyze 
vast amounts of ESG-related information and tailor investment recommendations to individual preferences 
and sustainability goals. 
Moreover, research by Lee and Shin (2019) highlights the role of blockchain technology in enhancing the 
transparency and traceability of ESG data within financial markets. By leveraging blockchain-based systems, 
Fintech firms can create immutable records of ESG-related information, enabling investors to verify the 
authenticity and accuracy of sustainability disclosures. This transparency not only fosters trust among 
investors but also encourages companies to improve their ESG performance to attract investment capital. 
 
Challenges and Opportunities 
Despite the potential benefits of integrating ESG considerations into Fintech platforms, several challenges 
persist. One such challenge is the lack of standardized ESG metrics and reporting frameworks, which can 
hinder the comparability and reliability of ESG data (Grewal et al., 2021). Additionally, concerns regarding data 
privacy and security pose significant obstacles to the widespread adoption of Fintech solutions for ESG 
integration (Feng et al., 2020). Addressing these challenges requires collaboration among regulators, industry 
stakeholders, and technology developers to establish common standards for ESG disclosure and data 
management. 
However, alongside these challenges, there are also opportunities for innovation and collaboration. For 
instance, research by Zhang et al. (2022) suggests that advances in natural language processing (NLP) and 
sentiment analysis can enhance the qualitative assessment of ESG factors, providing investors with deeper 
insights into companies' sustainability practices. Furthermore, partnerships between Fintech startups and 
traditional financial institutions can facilitate the integration of ESG considerations into mainstream 
investment products, thereby expanding the reach of sustainable finance initiatives (Chen et al., 2021). 
 
Fintech Evolution and Sustainable Finance Integration 
The evolution of Fintech has revolutionized traditional financial services, offering innovative solutions that 
cater to various consumer needs and investment preferences. As Fintech continues to disrupt the financial 
landscape, there is a growing recognition of its potential to promote sustainable finance objectives. According 
to Huang et al. (2020), Fintech innovations such as peer-to-peer lending platforms and crowdfunding sites 
have democratized access to capital, enabling individuals and businesses to support environmentally and 
socially responsible initiatives. Furthermore, the emergence of impact investing platforms, which channel 
capital towards projects with positive social and environmental outcomes, underscores the synergies between 
Fintech and sustainable finance (Ahmed et al., 2019). 
 
ESG Data Analytics and Decision-Making 
A key aspect of integrating ESG considerations into Fintech platforms is the utilization of advanced data 
analytics techniques to assess companies' ESG performance and risks. Research by Li et al. (2021) 
demonstrates the effectiveness of machine learning algorithms in identifying relevant ESG factors and their 
impact on financial performance. By analyzing vast datasets encompassing environmental disclosures, social 
impact metrics, and corporate governance practices, Fintech algorithms can generate actionable insights for 
investors seeking to align their portfolios with ESG principles. Moreover, the integration of alternative data 
sources, such as satellite imagery and social media sentiment analysis, can provide a more comprehensive 
understanding of companies' sustainability profiles (He et al., 2022). 
 
Regulatory Frameworks and Compliance 
The regulatory landscape plays a crucial role in shaping the integration of ESG considerations into Fintech 
solutions. In recent years, regulators worldwide have introduced initiatives to promote sustainable finance and 
enhance ESG disclosure requirements. For example, the European Union's Sustainable Finance Disclosure 
Regulation (SFDR) mandates financial institutions to disclose ESG-related information to investors, fostering 
greater transparency and accountability in the financial sector (Humphrey et al., 2021). Similarly, the Task 
Force on Climate-related Financial Disclosures (TCFD) has developed guidelines for companies to report 
climate-related risks and opportunities, influencing the adoption of ESG reporting standards globally (Liao et 
al., 2023). Fintech firms must navigate these regulatory frameworks to ensure compliance while innovating 
sustainable finance solutions that meet evolving market demands. 
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Stakeholder Engagement and Impact Measurement 
Effective stakeholder engagement is essential for the success of Fintech-driven sustainable finance initiatives. 
By collaborating with stakeholders such as investors, NGOs, and regulatory bodies, Fintech firms can gain 
valuable insights into ESG priorities and develop tailored solutions that address stakeholders' needs (Huang & 
Rust, 2021). Furthermore, the measurement and reporting of impact outcomes are critical for demonstrating 
the effectiveness of sustainable finance interventions. Research by Sengupta et al. (2020) highlights the 
importance of developing standardized impact metrics and methodologies to assess the social, environmental, 
and economic outcomes of ESG investments. Fintech platforms can leverage technologies such as distributed 
ledger technology (DLT) to create transparent and auditable impact measurement systems, enhancing trust 
and accountability in sustainable finance initiatives (Adeleye et al., 2022). 
The integration of ESG considerations within Fintech platforms represents a promising avenue for advancing 
sustainable finance objectives. By harnessing the power of technology, Fintech firms can enhance the 
accessibility, transparency, and effectiveness of sustainable investment strategies. However, addressing key 
challenges such as data standardization and privacy will be crucial to realizing the full potential of Fintech-
enabled sustainable finance. Moving forward, interdisciplinary collaboration and ongoing research efforts will 
play a vital role in shaping the future of ESG integration in the Fintech landscape. 

 
Material and Methodology 

 
This paper explores the intersection of financial technology (fintech) and sustainable finance, with a particular 
focus on the integration of Environmental, Social, and Governance (ESG) factors. The research design involves 
a systematic review of existing literature to identify trends, challenges, and opportunities in the field. Data 
collection methods include comprehensive searches of academic databases, industry reports, and relevant 
websites. Inclusion and exclusion criteria are established to ensure the selection of high-quality and relevant 
studies. Ethical considerations guide the conduct of this research, including the proper citation of sources and 
the avoidance of plagiarism. 
 
Research Design: The research design employs a systematic review approach to synthesize existing literature 
on the integration of ESG factors in fintech and sustainable finance. Systematic reviews provide a rigorous and 
transparent methodology for identifying, evaluating, and synthesizing relevant studies, thereby minimizing 
bias and ensuring the reliability of findings. This approach allows for a comprehensive analysis of the current 
state of knowledge in the field and enables the identification of gaps for future research. 
 
Data Collection Methods: Data collection methods involve thorough searches of academic databases such 
as PubMed, Scopus, Web of Science, and Google Scholar, using keywords related to fintech, sustainable finance, 
and ESG integration. Additionally, industry reports, policy documents, and reputable websites of organizations 
specializing in sustainable finance are consulted to gather relevant information and insights. The inclusion of 
diverse sources ensures a comprehensive understanding of the topic and enhances the validity of the review 
findings. 
 
Inclusion and Exclusion Criteria: Inclusion criteria are defined to select studies that meet specific criteria 
relevant to the research objectives. Included studies typically focus on the integration of ESG factors in fintech 
solutions, sustainable investment strategies, or regulatory frameworks. Peer-reviewed articles, conference 
papers, and reports published in reputable journals and by recognized organizations are considered for 
inclusion. Exclusion criteria are applied to exclude studies that do not meet the predefined criteria or are of low 
quality, such as opinion pieces, non-peer-reviewed publications, and outdated sources. 
 
Ethical Considerations: Ethical considerations are paramount in conducting this review research. Proper 
citation and referencing of sources are essential to acknowledge the contributions of other researchers and to 
avoid plagiarism. Care is taken to attribute ideas, data, and quotations to their original authors accurately. 
Additionally, efforts are made to ensure the impartiality and objectivity of the review process, avoiding conflicts 
of interest and bias in the selection and interpretation of literature. Transparency in reporting methods and 
findings enhances the credibility and integrity of the research. 
 

Results and Discussion 
 
The review paper on "Fintech and Sustainable Finance: A Review of Environmental, Social, and Governance 
(ESG) Integration" delves into the intersection of financial technology (Fintech) and sustainable finance, 
particularly focusing on the integration of Environmental, Social, and Governance (ESG) factors. Through a 
meticulous examination of existing literature and empirical evidence, several key findings emerge: 
1. Growing Significance of ESG Integration: The study underscores the increasing acknowledgment of 

ESG factors in investment decision-making processes. As global awareness of sustainability issues 
heightens, investors are recognizing the materiality of ESG considerations in assessing risk and return 
profiles of investments. 
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2. Role of Fintech in ESG Integration: Fintech innovations are identified as pivotal enablers in facilitating 
the integration of ESG factors into financial markets. Through advanced data analytics, machine learning 
algorithms, and blockchain technology, Fintech solutions offer efficient mechanisms for assessing, 
monitoring, and reporting on ESG performance metrics. 

3. Enhanced Transparency and Disclosure: The paper highlights the role of Fintech platforms in 
enhancing transparency and disclosure practices within the realm of sustainable finance. By leveraging 
digital platforms, companies can provide stakeholders with real-time access to ESG-related information, 
fostering greater accountability and trust. 

4. Risk Mitigation and Value Creation: Empirical evidence suggests that robust ESG integration, 
facilitated by Fintech tools, can contribute to risk mitigation and value creation for investors. Companies 
with strong ESG performance are shown to exhibit greater resilience to environmental and social shocks 
while outperforming their peers in terms of long-term financial performance. 

5. Challenges and Opportunities: Despite the promising prospects, the study acknowledges the challenges 
associated with Fintech-driven ESG integration, including data quality issues, regulatory complexities, and 
the need for standardized frameworks. However, these challenges also present opportunities for innovation 
and collaboration among stakeholders to develop scalable solutions. 

6. Implications for Policy and Practice: The findings underscore the importance of regulatory 
frameworks that promote responsible innovation in Fintech and encourage the adoption of ESG best 
practices across financial markets. Moreover, the study emphasizes the need for industry-wide collaboration 
to develop interoperable Fintech solutions that enhance ESG integration while safeguarding data privacy 
and security. 

 
The review paper illuminates the transformative potential of Fintech in advancing the integration of ESG 
considerations within sustainable finance. By harnessing technological innovation and fostering collaboration, 
financial institutions, policymakers, and other stakeholders can collectively drive positive environmental, 
social, and governance outcomes while delivering sustainable value for all stakeholders. 
 
Limitations of the study 
The study titled "Fintech and Sustainable Finance: A Review of Environmental, Social, and Governance (ESG) 
Integration" delves into the intersection of financial technology and sustainable finance, particularly focusing 
on how fintech innovations facilitate the integration of ESG factors into financial practices. The key findings 
from the review are summarized as follows: 
1. Enhanced ESG Data Collection and Analysis: Fintech innovations, particularly big data analytics and 

artificial intelligence (AI), have significantly improved the collection, analysis, and dissemination of ESG 
data. These technologies enable more accurate and real-time assessments of ESG metrics, allowing 
investors and companies to make more informed decisions regarding sustainability. 

2. Increased Transparency and Reporting: Blockchain technology, with its decentralized and 
immutable nature, enhances transparency in ESG reporting. It ensures that data related to environmental 
impacts, social responsibilities, and governance practices are traceable and verifiable, thereby reducing the 
risk of greenwashing and improving stakeholder trust. 

3. Improved Access to Sustainable Investments: Digital platforms and robo-advisors have 
democratized access to sustainable investment opportunities. By lowering entry barriers and providing 
personalized investment advice, these fintech solutions enable a broader range of investors, including retail 
investors, to participate in ESG-focused investment funds and products. 

4. Efficient Risk Management: Advanced analytics and machine learning algorithms are employed to 
better assess and manage risks associated with ESG factors. These tools help in identifying potential risks 
and opportunities related to environmental changes, social dynamics, and governance structures, thereby 
aiding in more resilient portfolio management. 

5. Promotion of Green Finance: Fintech solutions such as peer-to-peer lending and crowdfunding are 
increasingly being used to finance green projects. These platforms facilitate the flow of capital to 
environmentally friendly projects by connecting investors directly with green enterprises and initiatives, 
often with greater efficiency and lower costs compared to traditional financing methods. 

6. Support for Regulatory Compliance: Regtech, a subset of fintech focused on regulatory compliance, 
provides tools and solutions that help financial institutions adhere to ESG-related regulations and 
standards. These technologies streamline compliance processes, reduce costs, and ensure that institutions 
remain updated with the evolving regulatory landscape. 

7. Facilitation of Socially Responsible Investing: Fintech innovations are aiding in the growth of 
socially responsible investing (SRI) by offering platforms that screen investments based on social criteria. 
These platforms allow investors to align their portfolios with their personal values and societal concerns, 
thereby fostering greater engagement in socially responsible financial practices. 

8. Challenges and Limitations: Despite the numerous benefits, the integration of fintech and ESG faces 
challenges such as data privacy concerns, the need for standardization in ESG metrics, and the risk of 
technological disruptions. Additionally, there is a need for continuous innovation and adaptation to ensure 
that fintech solutions can effectively address the dynamic and complex nature of ESG factors. 
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The study highlights that fintech is playing a pivotal role in advancing sustainable finance by integrating ESG 
considerations into financial practices. Through enhanced data capabilities, increased transparency, and 
greater access to sustainable investments, fintech is fostering a more inclusive and responsible financial 
ecosystem. However, addressing the associated challenges will be crucial for maximizing the potential of 
fintech in promoting sustainability. 
 
Future Scope 
The integration of Fintech and Sustainable Finance, particularly in the context of Environmental, Social, and 
Governance (ESG) criteria, presents numerous avenues for future research and development. As the financial 
industry continues to evolve, the following areas are identified as critical for further exploration: 
1. Advanced Data Analytics for ESG Metrics: Future research could focus on the development and 

application of advanced data analytics and artificial intelligence (AI) techniques to enhance the accuracy 
and reliability of ESG metrics. This includes exploring how machine learning algorithms can better predict 
ESG performance and risks, thereby aiding investors in making more informed decisions. 

2. Blockchain and ESG Transparency: The potential of blockchain technology to improve transparency 
and traceability in ESG reporting is a promising area for future studies. Research can investigate how 
blockchain can be used to create immutable records of ESG data, ensuring that the information is accurate 
and tamper-proof, which is crucial for building trust among stakeholders. 

3. Impact of Digital Financial Inclusion: Examining the role of Fintech in promoting digital financial 
inclusion and its subsequent impact on social and environmental outcomes is another important research 
direction. Studies could assess how access to digital financial services can empower marginalized 
communities, reduce poverty, and promote sustainable economic growth. 

4. Regulatory Frameworks and Standards: There is a need for comprehensive research into the 
development of regulatory frameworks and standards that govern the integration of Fintech with 
sustainable finance. This includes understanding the regulatory challenges and opportunities, as well as 
proposing frameworks that ensure consumer protection, data privacy, and ethical AI use. 

5. Green Fintech Innovations: Investigating new Fintech innovations specifically designed to support 
environmental sustainability, such as green bonds, carbon trading platforms, and climate risk assessment 
tools, is crucial. Future research can evaluate the effectiveness of these innovations in mitigating climate 
change and promoting environmental stewardship. 

6. Social Impact Measurement: Developing robust methodologies for measuring the social impact of 
Fintech applications in sustainable finance is essential. Future studies should focus on creating 
standardized metrics that can quantitatively assess the social benefits, such as improvements in quality of 
life, education, and health outcomes resulting from Fintech interventions. 

7. Interdisciplinary Approaches: Encouraging interdisciplinary research that combines insights from 
finance, technology, environmental science, and social sciences can provide a more holistic understanding 
of the complex interactions between Fintech and sustainable finance. This approach can lead to the 
development of integrated solutions that address multiple facets of sustainability. 

8. Consumer Behavior and Adoption: Understanding consumer behavior and the factors that influence 
the adoption of Fintech solutions in the context of sustainable finance is critical. Future research can 
explore behavioral economics principles to identify incentives and barriers, thus helping to design more 
user-friendly and widely accepted Fintech products. 

9. Global and Regional Perspectives: Comparative studies examining how different regions and 
countries are integrating Fintech with sustainable finance can provide valuable insights. This research can 
highlight best practices, regional challenges, and the effectiveness of various strategies in achieving ESG 
goals across different socio-economic contexts. 

10. Longitudinal Impact Studies: Conducting longitudinal studies to assess the long-term impacts of 
Fintech innovations on ESG outcomes is vital. These studies can help in understanding the sustainability 
and scalability of Fintech solutions, providing evidence-based insights into their effectiveness over time. 

 
By addressing these areas, future research can significantly contribute to the advancement of Fintech and 
sustainable finance, ensuring that technological innovations are effectively aligned with ESG objectives to 
foster a more sustainable and inclusive financial ecosystem. 
 

Conclusion 
 
The integration of Fintech and Sustainable Finance, particularly through the lens of Environmental, Social, and 
Governance (ESG) criteria, represents a transformative development in the financial industry. This review 
highlights the synergistic potential of Fintech innovations and ESG principles in driving sustainable economic 
growth, enhancing transparency, and fostering responsible investment practices. 
Fintech's advanced technological solutions, such as blockchain, artificial intelligence, and big data analytics, 
offer significant capabilities for improving ESG data accuracy, enabling better risk management, and 
facilitating more informed decision-making. These technologies are instrumental in addressing the traditional 
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challenges associated with ESG integration, such as data inconsistency, lack of transparency, and difficulties in 
measuring impact. 
Moreover, the collaborative efforts between Fintech firms and traditional financial institutions are crucial for 
mainstreaming ESG criteria across the financial sector. Such partnerships can accelerate the development and 
adoption of innovative financial products and services that align with sustainable development goals (SDGs). 
For instance, green bonds, ESG-focused investment platforms, and sustainability-linked loans are some of the 
promising outcomes of this integration. 
However, the successful fusion of Fintech and ESG also hinges on robust regulatory frameworks, 
standardization of ESG metrics, and continuous stakeholder engagement. Policymakers and regulators must 
work together to create conducive environments that support innovation while ensuring investor protection 
and market integrity. Additionally, continuous education and awareness initiatives are essential to foster a 
culture of sustainability within the financial industry and among consumers. 
The convergence of Fintech and Sustainable Finance through ESG integration is poised to redefine the financial 
landscape. By harnessing the power of technology and adhering to sustainable principles, the financial sector 
can contribute significantly to a more sustainable and equitable global economy. Future research should focus 
on exploring emerging trends, addressing implementation challenges, and evaluating the long-term impacts of 
this integration to fully realize its potential. 
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A B S T R A C T   

This study focuses on zinc-doped tin oxide nanoparticles (Zn-SnO2 NPs) as promising humidity sensors. Through 
a chemical coprecipitation method, we synthesized Zn-SnO2 NPs and explored the influence of calcination 
temperature on their properties. X-ray diffraction confirmed the tetragonal rutile structure, and morphological 
analysis revealed a cauliflower-like morphology with enhanced porosity after calcination. UV-Visible absorption 
spectroscopy and photoluminescence measurements demonstrated a blue shift in the absorption peak and sig-
nificant emission peaks related to oxygen vacancies, indicating improved humidity sensing potential as 
increasing the calcination temperature. The controlled calcination process led to successful outcomes, precisely 
tuning the NPs structure and optical behavior for enhanced humidity sensing capabilities. Conductivity studies 
have highlighted the semiconducting behavior of the NPs and observed that an increase in calcination tem-
perature reduces their conductivity. Notably, humidity sensing experiments revealed a remarkable response of 
93% and an exceptional response time of 30 seconds for the calcined NPs, surpassing the uncalcined sample. The 
sensing mechanism involving physisorption, chemisorption, and capillary condensation of water molecules on 
the NPs surface was validated. Moreover, the stability test over two month demonstrated consistent and highly 
stable humidity sensing response, reaffirming the NPs potential as effective and reliable humidity sensors.   

1. Introduction 

In recent years, the monitoring and control of humidity have become 
increasingly important in various industries, such as air conditioning, 
biomedical, food processing, pharmaceuticals, meteorology, micro-
electronics, agriculture, and structural health monitoring. Humidity 
fluctuations in the atmosphere have significant impacts on industries, 
the environment, manufacturing processes, and human health. More-
over, abrupt changes in humidity often caused by air pollution, 
adversely affect crop cultivation and yield [1–3]. Consequently, there is 
a growing demand for highly sensitive humidity sensors to facilitate 
environmental monitoring, food preservation and packaging, agricul-
tural practices, and weather forecasting [4–7]. Ceramic oxide-based 
humidity sensors have been extensively studied in the past, but they 
often lack the desired sensitivity and selectivity [8]. Recently, metal 
oxide nanoparticles (NPs) based humidity sensors have garnered 

significant interest due to their affordability, easy installation, compact 
size, and simple design [9–11]. These NPs exhibit semiconducting 
properties and have wide band gap energies, enabling them to operate 
effectively at low temperatures with a chemiresistive nature [12]. 

Among the various metal oxide NPs, tin oxide NPs (SnO2) stand out 
as promising materials because of their n-type semiconducting nature 
and a band gap of 3.6 eV. They offer high chemical stability, a larger 
reactive surface area for target analytes, and are known for their non- 
toxicity and biocompatibility [13,14]. In particular, the porous nature 
of tin oxide NPs has shown remarkable sensitivity in sensing analytes 
through the adsorption of molecules on their surface. SnO2 NPs have 
gained a well-established reputation as effective sensor materials, 
demonstrating excellent sensitivity, selectivity, stability, and respon-
siveness [15–19]. As a result; SnO2 NPs have found applications in 
various fields, such as gas sensing, solar cells, photocatalysis, super-
capacitors, conducting electrodes, optoelectronic devices, and 
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biomedical applications [20–24]. Moreover, the structure and 
morphology of tin oxide NPs can be tailored by introducing suitable 
metal dopants and calcining the NPs at higher temperatures to achieve 
the desired chemiresistive properties for improved sensing performance. 
Incorporating zinc as a dopant alters the crystalline size and oxidation 
state in the SnO2 crystal structure, potentially enhancing sensitivity and 
selectivity. The smaller ionic radius (139 pm) of the Zn+2 ion allows it to 
easily replace the Sn+4 ion (225 pm), resulting in oxygen vacancies, 
reducing the electron density and creating excess ions on the NP’s sur-
face, which facilitates interaction with analyte molecules [24,25]. 

Several studies have been published on the synthesis and charac-
terization of SnO2 and doped SnO2 nanostructures with different di-
mensions. These studies demonstrate that calcination treatments can 
modify the surface roughness and crystallinity of the NPs [26,27]. SnO2 
NPs are observed to crystallize and become structurally stable at calci-
nation temperatures around 500 ◦C [28,29]. While previous papers have 
discussed the structure and morphological modification of SnO2 NPs for 
various applications, to the best of our knowledge, no reports exist on 
the humidity sensitivity linked to uncalcined and calcined temperatures 
for zinc-doped SnO2 NPs. The objective of this study is to investigate the 
effects of calcination temperature on the structural, morphological, 
optical, and electrical properties of zinc-doped tin oxide NPs and their 
humidity sensing capabilities. Our findings indicate that the zinc-doped 
tin oxide NPs calcined at 500 ◦C exhibit exceptional humidity sensing 
characteristics, including a rapid response time of 30 s. 

2. Experimental methods 

2.1. Materials 

The analytical grade SnCl2.2H2O, ZnCl2 and NaOH precursors were 
obtained from SD Fine Chemical Ltd. and used without further 
refinement. 

2.2. Methods 

2.2.1. Synthesis of Zn-SnO2 nanoparticles 
Zn-SnO2 NPs were prepared using the chemical coprecipitation 

method, as depicted in Fig. 1. In the typical synthesis process, 0.18 M of 
SnCl2.2H2O and 0.02 M of anhydrous ZnCl2 precursors were separately 
dissolved in a known quantity of deionized water and stirred for one 
hour. Subsequently, the ZnCl2 solution was added to the SnCl2.2H2O 
solution under continuous stirring, while maintaining the solution 
temperature at 60 ◦C. Furthermore, a 0.8 M NaOH solution, serving as a 
reducing agent, was slowly added drop by drop to the mixture solution 
under constant stirring until the solution reached a pH of 10. During this 
process, the initially white metal solution turned into a grey precipitate. 
The obtained precipitate was then filtered and washed multiple times 
with deionized water, followed by ethanol, to remove any chloride 
residues. The resulting sample was subsequently dried at 70 ◦C for two 
hour in a hot air oven. Moreover, the obtained powder was divided into 
two parts. Among these parts, one was subjected to calcination at 500 ◦C 
in a muffle furnace to investigate the effect of calcination temperature 
on the structural, morphological, optical, and humidity sensing prop-
erties, which were then compared with the uncalcinated (bare) sample. 
Henceforth, the uncalcinated and calcined at 500 ◦C samples were 
labeled as ZS1 and ZS2, respectively. 

2.3. Characterization methods 

The synthesized Zn-SnO2 NPs characterized by using various spec-
troscopic techniques. The crystallography and structural information of 
the sample were analyzed by X-ray diffraction using a Rigaku X-ray 
diffractometer, utilizing copper Kα (λ= 0.15406 nm) radiation as the 
source, at room temperature. The surface morphology and elemental 
composition were investigated using the FESEM-EDS technique with a 
Zeiss EVO18 instrument (make: Carl Zeiss Pvt. Ltd., Japan). The 
morphology, mean size and purity of the samples were examined by 
transmission electron microscope (TALOS F200S 200 kV, FEG, CMOS 
camera 4Kx4K, EDX detector). FTIR examination was conducted with a 

Fig. 1. Schematic representation for the synthesis of Zn-SnO2 NPs by chemical coprecipitation method.  
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Perkin Elmer spectrometer, covering the wavenumber range of 
4000–400 cm−1, employing the KBr pellet technique. The UV–visible 
absorption spectrum of the Zn-SnO2 NPs was recorded using an AU-2703 
spectrometer (make: Systronics Limited, India). The photoluminescence 
spectrum of Zn-SnO2 NPs was examined using the Fluoromax-4 spec-
trometer (Make: Horiba Jobin Yvon). 

2.4. Humidity sensing studies 

To investigate the humidity sensing behavior of the zinc-doped tin 
oxide NPs, the initial samples were transformed into pellets with a 
thickness of 1.5 mm and a diameter of 10 mm using a hydraulic press. 
Additionally, silver paste was applied to both sides of the pellet to 
enhance electrical contact. The sensing behavior of the prepared pellets 
under different humidity conditions was examined using a specially 
designed sensor setup, as illustrated in Fig. 2. To create specific humidity 
conditions, standard salt solutions were placed in a glass chamber 
namely: LiCl (10% RH), MgCl2 (33% RH), K2CO3 (43% RH), Mg (NO3)2 
(53% RH), CoCl2 (64% RH), NaCl (75% RH), KCl (85% RH), K2SO4 (97% 
RH). The chamber was sealed with a rubber cork, allowing the elec-
trodes to pass through. The two ends of the electrodes were connected to 
a programmable digital multimeter (Hioki DT 4282, Japan) in order to 
measure and record the variation in electrical resistance of the samples 
with and without humidity. Finally, the sensing response of the samples 
was determined using Eq. (1) [9]. 

SH =
R0 − RRH

R0

× 100 (1)  

Where SH is humidity sensitivity, R0is resistance at lowest % RH, RRHis 
resistance at various % RH. 

3. Results and discussion 

3.1. X-ray diffraction results 

The synthesized NPs underwent X-ray diffraction (XRD) studies in 
the 2θ range of 20◦ to 80◦ to investigate their structural characteristics.  
Fig. 3 depicts the XRD pattern of the uncalcinated sample (ZS1) and the 
sample calcinated at 500 ◦C (ZS2). From the figure, it is evident that the 
sample calcinated at 500 ◦C (ZS2) exhibits well-defined diffraction 
patterns with major indexing peaks at (110), (101), (200), and (210). 
This confirms that the prepared NPs possess a highly crystalline nature 
with a tetragonal rutile structure belonging to the P42/mnm space 

group. The obtained results align with the standard JCPDS data 
(01–077–0447). Meanwhile, the uncalcinated sample ZS1 displays a 
similar diffraction pattern to that of ZS2, with an additional major peak 
(101) observed at a 2θ value of 30◦. This peak corresponds to the Zn-SnO 
tetragonal rutile phase, indicating that the uncalcinated ZS1 sample 
consists of both Zn-SnO and Zn-SnO2 phases. The presence of two phases 
can be attributed to the thermodynamic instability of Zn-SnO NPs [30, 
31]. 

Furthermore, the calcination process at 500 ◦C leads to an increase in 
peak intensity with wider broadening compared to the uncalcinated 
sample. This suggests that the calcination process significantly enhances 
the crystallinity of the prepared sample [32]. Additionally, the effect of 
calcination temperature on the crystalline structure of the prepared NPs 
was analyzed by determining various crystal parameters such as average 
crystallite size (D), lattice parameters (a, b, and c), unit cell volume (V), 
lattice distortion ratio [(ε2)1/2] and percentage of crystallinity. These 
parameters were calculated using the following Eqs. (2) to (6) and the 
results are presented in Table 1. 

D =
kλ

β cos θ
(2)  

1

d2
=

(

h2 + k2
)

a2
+

l2

c2
(3) 

Fig. 2. Schematic diagram of the humidity sensing set up.  

Fig. 3. The XRD pattern of synthesized Zn-SnO2 NPs; ZS1 is uncalcinated, and 
ZS2 is calcinated at 500 ◦C. 
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V = a2c (4)  

〈

ε2
〉1/2

=
1

D

1

sin θ

λ

π

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

π2k2 − 4

32

√

(5)  

%Crystallinity =
Ic

Ic + Ia

× 100 (6) 

The Table 1 reveals that the crystalline size of the calcinated sample 
is significantly smaller than that of the uncalcinated sample, attributed 
to the recrystallization of NPs caused by the calcination temperature 
[26]. The lattice parameters of the prepared NPs are relatively smaller 
than the standard value of SnO2 NPs. This disparity is mainly due to the 
difference in ionic radius between Zn ions and Sn ions, which induces 
lattice distortion in the SnO2 lattice matrix [33]. Consequently, the 

Table 1 
Crystalline parameters of the fabricated zinc doped tin oxide NPs.  

Sample Name Calcinated temperature 
in ◦C 

Crystalline size (D) in nm by DS Method Lattice parameter in (Å) Volume of the unit cell (V) (Å)3 (ε2)1/2 % Crystallinity 
a c 
4.7358* 3.1851* 71.43*  

ZS-1 Un-calcinated  51.51  4.7189  3.1846  70.91  0.0066  60.59 
ZS-2 500 ◦C  9.45  4.7241  3.1842  71.14  0.0046  88.76  
* represents the standard value [JCPDS data (01–077-0447)] 

Fig. 4. FESEM images of Zn-SnO2 NPs; (a, c) uncalcinated, (b, d) calcinated at 500 ºC and EDS spectrum (e) uncalcinated, (f) calcinated at 500 ◦C.  
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lower value of the lattice distortion ratio for the calcinated samples 
arises from the presence of thermal strain in the crystal structure, 
resulting in a reduction in crystalline size. Additionally, the percentage 
crystallinity of the calcinated sample shows a larger value than the 
uncalcinated sample, implying that the calcination process greatly 
contributes to the crystallization process. Thus, the calcinated sample 
exhibits well-defined XRD peaks with a lower lattice distortion ratio and 
high crystallinity, indicating that the calcination process plays a vital 
role in crystal growth. 

3.2. Morphological results 

3.2.1. FE-SEM analysis 
The surface morphology of the prepared NPs was studied using the 

FE-SEM technique. The images were captured at magnifications of 2 μm 
and 200 nm, respectively, as shown in Fig. 4(a-d). From the figure, it is 
evident that the uncalcinated NPs [Fig. 4(a, c)] exhibit a spherical 
morphology with agglomeration, and the grains are distributed in uni-
form sizes. On the other hand, Fig. 4(b, d) shows the images of the NPs 
calcinated at 500 ◦C, displaying a cauliflower-like morphology with 

cluster structures. Furthermore, the calcination temperatures cause the 
NPs to become rougher, and their grains become smaller. The increased 
surface roughness would generally improve the interface between the 
surface of the NPs and the applied analytic molecules, which may aid in 
boosting the sensing response [17]. Moreover, the existence of porosity 
is also a crucial component in improving sensing property because the 
porous surface of NPs may readily adsorb analyte molecules and react 
with surface-adsorbed molecules [34]. In the present case, as compared 
to uncalcinated NPs, calcinated NPs have smaller grain sizes and higher 
porosity. Consequently, the porous NPs may have contributed to the 
surface area expansion, providing more active sites for adsorbing water 
molecules and, in turn, aiding in enhancing the humidity sensing ca-
pacity [35]. 

Thus, the calcination process significantly alters the structure and 
morphology of the NPs, resulting in the formation of a mesoporous gap 
between the grains, as observed in Fig. 4(b). Additionally, for more 
confirmation we estimated the size of mesoporous voids by using Image J 
software and average size found to be 0.98 nm and 8 nm for uncalci-
nated (ZS1) and calcinated (ZS2) NPs. This unique morphology is ad-
vantageous for various sensing applications, as it allows for the 

Fig. 5. TEM images of calcinated Zn-SnO2 NPs (ZS2); (a-c) at different magnification, (d, e) represents d-spacing images, (f) SAED pattern, (g) EDAX spectrum and 
(h) particle size distribution histogram. 
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penetration of target analytes and enables varying resistance across the 
sample [2]. Furthermore, the elemental composition of the material was 
determined using Energy Dispersive Spectroscopy (EDS) analysis, and 
the obtained spectra are shown in Fig. 4(e, f). The peaks associated with 
the elements Sn, O, and Zn are identified, confirming the successful 
doping of Zn into the SnO2 NPs lattice, with no other residual elements 
present in the profile. 

3.2.2. TEM analysis 
A transmission electron microscopy (TEM) analysis was performed 

on the ZS2 sample to confirm the formation of the tetragonal rutile 
phase, determine particle size, and investigate the reason behind the 
calcinated sample’s high humidity response. TEM images of the ZS2 
samples, captured at magnifications of 10 nm and 50 nm, are shown in  
Fig. 5(a, b). These images clearly demonstrate the uniform arrangement 
of particles in a tetragonal shape. Additionally, the interplanar distance 
of the obtained structure was estimated and is presented in Fig. 5(d, e). 
The values measured were found to be 0.268 nm and 0.341 nm, corre-
sponding to the (101) and (110) planes of tetragonal rutile phase of SnO2 
NPs, respectively. The selective area electron diffraction pattern (SAED) 
of the ZS2 NPs is depicted in Fig. 5(f). The SAED pattern exhibits a 
shining diffraction spot with a spherical pattern, indicating the fine 
crystalline nature of the NPs and their closely correlated radii with the 
lattice spacing of the XRD planes. 

The average particle size of the prepared NPs was estimated from the 
histogram using Image J software, as shown in Fig. 5(h), and was found 
to be 12 nm. These findings from the TEM analysis align relatively well 
with the XRD measurements. Furthermore, as discussed in the FE-SEM 
analysis, ZS2 sample has a large number of voids, which is confirmed 
by TEM analysis and is shown in Fig. 5(c). Notably, Fig. 5(c) illustrates 
the creation of mesoporous spaces between the grains, which may be 
advantageous for humidity sensing applications by facilitating the 
adsorption of water molecules on the nanoparticle surface [36]. More-
over, in this work the calcinated sample demonstrated a high humidity 
sensing response due to morphological changes caused by calcination. 
The crystallinity and charge carrier scattering at the grain boundaries in 
contact with the NPs primarily influence the resistivity of the Zn-SnO2 
NPs. The scattering process strongly affects the resistivity of nano-
crystallites and is predominantly increased by reducing particle size 
[33]. Additionally, EDAX analysis were performed for the prepared ZS2 
NPs to check the elemental composition and obtained spectrum is 
depicted in Fig. 5(g). The spectrum confirms the presence of Sn, Zn, and 
O elements and other impurity were not detected. Finally, these results 
endorse that the calcination process will improve the surface 
morphology and create mesoporous voids between the NPs, which are 
helpful for gas and humidity sensing applications. 

3.3. Fourier transforms infrared spectroscopy (FTIR) results 

FT-IR spectroscopy is an essential technique for investigating the 
structural properties and various functional groups attached to the NPs. 
The obtained FT-IR spectra of the synthesized NPs are shown in Fig. 6. 
From the spectra, three main functional group bands are observed at 
543 cm−1, 1020 cm−1, and 3412 cm−1. The peak at 543 cm−1 corre-
sponds to the characteristic stretching vibration of the Sn-O bond. The 
stretching modes of Zn-O-Sn are indicated by the peaks at 617 cm−1 in 
the uncalcinated sample and 630 cm−1 in the calcinated sample. The 
shift in the peak position is attributed to the change in structural prop-
erties of the NPs caused by the effect of calcination temperature [37]. 

A small peak observed at 1020 cm−1 in the calcinated samples is 
mainly attributed to Sn-OH, while the same peak appears at 1171 cm−1 

in the uncalcinated samples. The bending vibration of the H2O molecule 
is observed at 1635 cm−1 in the uncalcinated sample, which can be 
attributed to water molecule adsorption on the surface of the NPs. This 
peak becomes significantly reduced in the calcinated sample. Addi-
tionally, the peak at 3412 cm−1 is related to the stretching vibration of 

the O-H bond and is mainly caused by the adsorption of moisture on the 
nanoparticle surface from the atmosphere during the FT-IR analysis 
[26]. C. Guo et al. reported that, Ho2O3/GO composite has sharper hy-
droxyl peak than pure Ho2O3 nanosheets, which suggest that, the 
increased surface water absorption [38]. In our case also same, i.e. O-H 
stretching vibration peaks of the calcined sample are sharper than those 
of the uncalcined sample, indicating increased surface water absorption. 

3.4. UV-Visible absorption spectroscopic measurements 

The effect of calcination temperature on the optical properties of 
zinc-doped tin oxide NPs was investigated using a UV-Visible absorption 
spectrophotometer in the wavelength range from 250 to 800 nm. The 
obtained spectra are presented in Fig. 7(a). From the spectra, it is 
observed that the absorption band of the uncalcinated sample appeared 
at 356 nm and shifted to 345 nm (blue shift) after the calcination of the 
NPs. This shift in peak position is attributed to a reduction in the crys-
talline size of the NPs [2]. Furthermore, the optical band gap of the 
prepared NPs was estimated using the Kubelka-Munk function, which is 
given by Eq. (7). 

F(R) =
(1 − R)2

2R
(7)  

where R is the reflectance, the plot of [F(R) × hν]2versus photon energy 
(hv) gives the band gap energy of the prepared NPs, as shown in Fig. 7 
(b). The bandgap energy was found to be 3.84 eV and 3.62 eV for the 
uncalcinated and calcinated NPs, respectively. 

The reduction in bandgap energy after calcination can be attributed 
to chemical flaws or vacancies in neighboring intergranular areas, which 
generate new energy levels [37,39]. Additionally, the interaction be-
tween band electrons and localized electrons of Zn+ (charge trans-
formation or sp-d interaction) can modify the electronic structure and 
lead to a change in the energy band gap [2,40]. Generally, bandgap 
variation has a substantial impact on photosensing performance, 
whereas humidity sensors rely mostly on optical defects, such as oxygen 
vacancies, concerning the chemical species of analyte molecules. 
Therefore, it is essential to investigate the optical flaws in the NPs, and 
this can be done more precisely through photoluminescence 
spectroscopy. 

3.5. Photoluminescence (PL) spectroscopy results 

In addition to UV–visible absorption spectroscopy, photo-
luminescence is a powerful method for analyzing the optical properties 
of NPs. The emission spectra of the prepared NPs were obtained by 
exciting the sample at a wavelength of 290 nm, as shown in Fig. 8. The 

Fig. 6. FT-IR spectra of synthesized Zn-SnO2 NPs; ZS1-uncalcinated, ZS2- cal-
cinated at 500 ◦C. 
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uncalcinated (ZS1) and calcinated (ZS2) samples exhibited significant 
emission peaks at 371 nm and 377 nm, respectively. This intense 
emission is primarily attributed to the exciton recombination of elec-
trons in the conduction band with photoinduced holes in the valence 
band [41]. Furthermore, a faint emission was also observed at 462 nm 
and 456 nm for the ZS1 and ZS2 samples, respectively. This emission is 
mainly attributed to surface defects, which result in electron migration 
from Sn vacancies to interstitial sites [42]. The presence of surface de-
fects, particularly oxygen vacancies at the interstitial sites, traps elec-
trons from the valence band and causes delayed luminescence [2]. 

The delayed luminescence may be caused by radiative transitions via 
deep levels in the bandgap. Two possible explanations for this radiative 
transition are considered: (i) grain boundary defects acting as recom-
bination centers, and (ii) oxygen vacancies likely producing a significant 
number of trapped states within the Zn-SnO2 band structure. Therefore, 
due to their oxygen vacancies and oxygen interstitial, these emissions 
have a major impact on the humidity sensing performance of the NPs 
[18]. In particular, oxygen vacancies directly interact with the adsorbed 
water molecules, enhancing the sensitivity of the NPs [43]. 

3.6. Conductivity measurements 

The semiconducting properties of the synthesized zinc-doped tin 
oxide NPs were measured using two-probe dc conductivity 

measurements supported by a Keithley source meter at operating tem-
peratures ranging from 80 ◦C to 200 ◦C. Fig. 9(a, b) illustrate the I-V 
properties of the ZS1 and ZS2 samples, respectively. From the curves, it 
is observed that the electrical conductivity of the Zn-SnO2 NPs increases 
with the operating temperature. This can be attributed to the rise in 
charge carriers due to thermal effects, resulting in an increase in the drift 
mobility of charges [44]. These observations confirm the semi-
conducting behavior of the prepared Zn-SnO2 NPs. Furthermore, the 
calcinated NPs (ZS2) exhibit lower conductivity compared to the 
uncalcinated (ZS1) sample. The decrease in conductivity may be 
attributed to the reduction in crystallite size, the presence of a large 
number of mesoporous voids, and changes in charge carrier density 
[45]. These results also support FE-SEM and TEM analysis. 

3.7. Humidity sensing results 

The effectiveness of sensors based on uncalcinated and calcinated 
Zn-doped SnO2 NPs was evaluated at different relative humidity levels 
ranging from 11% to 97% RH. In general, the surface morphology of the 
NPs, doping metal, and operating temperature are factors that have a 
significant impact on the effectiveness of a humidity sensor [2,18]. 
Additionally, it is crucial to remember that the operating temperature 
has a significant impact on any metal oxide sensor’s detecting perfor-
mance since it regulates both electrical resistivity and the mobility of 
charge carriers [7]. According to earlier investigations, sensitivity of the 
sensor is excellent at higher temperatures than ambient temperature, 
mainly because of increased mobility of charge carriers due to the 
temperature effect [46]. 

Further, due to the requirement for a safe and nontoxic environment 
in chemical industries, medical labs, research laboratories, food pro-
cessing, and agriculture, scientists are now concentrating on improving 
the sensor response even at ambient temperature [6]. As a result, we 
investigated a room temperature humidity sensor in this study. In 
addition, we investigated how well-prepared NPs sensors sensed various 
humidity environments in terms of response and recovery times. 

3.7.1. Sensing response 
Humidity sensors are typically designed to be sensitive to the amount 

of water vapor adsorbed on the surface of NPs. This adsorption leads to a 
change in the electrical resistance of the NPs in relation to humidity, 
with a decrease in resistance as the relative humidity (RH%) increases 
[46]. To examine the humidity sensitivity properties of the synthesized 
NPs, electrical resistance measurements were performed at various 
relative humidity levels (11–97% RH), as depicted in Fig. 10. The 
resulting resistance measurements allow for the estimation of the 

Fig. 7. UV–visible absorption spectra of synthesized Zn-SnO2 NPs (a) Absorption spectrum (b) Kubelka-Munk plot of uncalcinated (ZS1) and calcinated (ZS2) NPs.  

Fig. 8. Normalized emission spectra of the synthesized Zn-SnO2 NPs; ZS1- 
uncalcinated and ZS2-calcinated at 500 ◦C. 
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sensitivity response of the humidity system, as shown in Fig. 11. 
From Fig. 10 (a), it is noticed that, the uncalcinated NPs (ZS1) exhibit 

a modest fluctuation in electrical resistance within the examined RH 
range, ranging from 4 to 1.75 MΩ. The sensing response of ZS1 was 
found to be 56% which is shown in Fig. 11. However, this outcome is 

insufficient for the fabrication of an effective resistive-type humidity 
sensor. On the other hand, the calcinated NPs (ZS2) demonstrate a sig-
nificant drop in resistance from 149 to 10 MΩ across all humidity ranges 
and is shown in Fig. 10 (b). The sensing response of ZS2 was determined 
to be 93% and is displayed in Fig. 11, which definitely outstanding for 
the sensor device fabrication. The stronger humidity-sensing response of 
the calcinated Zn-SnO2 NPs is mainly attributed to its enhanced crys-
tallinity, high porosity, and a lower energy bandgap [47]. 

Additionally, following a meticulous examination of the FE-SEM, 
TEM, and PL findings, notable morphological alterations were 
observed in the calcined Zn-SnO2 NPs. These alterations comprise a 
higher proportion of oxygen-related defects, increased grain boundaries, 
and enhanced porosity. These structural changes have facilitated a sig-
nificant improvement in water molecule adsorption, along with 
improved conduction, a drastic reduction in resistance, and heightened 
sensor responsiveness. In contrast, the uncalcined Zn-SnO2 NPs exhibit a 
less porous nature, high conductivity, and low resistance; consequently, 
no significant drop in resistance has been observed. 

3.7.2. Sensing mechanism 
The humidity sensing mechanism is described using three successive 

processes based on the observed sensing behavior of synthesized Zn- 
SnO2 NPs: physisorption, chemisorption, and capillary condensation. 
When H2O molecules adsorb on the surface of the NPs, they undergo 

Fig. 9. Conductivity response of synthesized Zn-SnO2 NPs at different operating temperatures ranging from 80 ◦C to 200 ◦C; (a) for uncalcinated (ZS1) and (b) 
calcinated at 500 ◦C (ZS2). 

Fig. 10. Electrical resistance variation of Zn-SnO2 NPs with different humidity conditions; for (a) uncalcinated (ZS1) and (b) calcinated at 500 ◦C (ZS2) NPs.  

Fig. 11. Variation of sensing response of uncalcinated (ZS1) and calcinated 
(ZS2) Zn-SnO2 NPs with relative humidity. 
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chemisorption, physisorption, and capillary condensation. Initially, at 
lower humidity levels, H2O molecules dissociate into H+ and OH- ions, 
which is represented in Eq. (8). The self-generated OH- ions attach to the 
surface of the NPs during physisorption, and in the subsequent chemi-
sorption layer, both the remaining H+ ion and the attached OH- ions are 
discharged. 
H2O ↔ H+ +OH− (8) 

Furthermore, these chemisorbed OH- ions interact with nearby H2O 
molecules, forming hydrogen bonds and resulting in the production of 
hydronium group (H3O+) ions. However, the H3O+ ions subsequently 
dissociate into H2O and H+ particles, facilitating the transfer of pro-
tonated H+ ions between neighboring water molecules and enabling 
electrical conduction. This phenomenon is commonly known as the 
Grotthuss mechanism that is represented as Eq. (9) [14]. 
2H2O→H3O+ +OH− (9) 

In addition, as the humidity rate increases, the second-stage of 
physisorption occurs, followed by the adsorption of water molecules 
into the capillary pores. This leads to an increase in the H+ ions (pro-
tonation) and subsequently a decrease in the resistance of the sensing 
material. Therefore, the adsorption of water molecules on the surface of 
the NPs plays a vital role in detecting humidity conditions by modu-
lating the resistance of the NPs. The sensing mechanism of the NPs is 
illustrated in Fig. 12. 

3.7.3. Response and recovery time 
The response and recovery characteristics of the uncalcinated (ZS1) 

and calcinated (ZS2) NPs were investigated, as shown in Fig. 13 (a, b). 
The response time were measured by placing the sample initially in the 
lower humidity chamber (11% RH) and then transferred to a higher 
humidity chamber (97% RH). During this process the resistance of the 
sample falls down and reaches the stable response. The response time, 
which measures the time taken for the sensor to reach a stable response 
in the higher humidity environment and it was found to be 86 s for ZS1 
and 30 s for ZS2, respectively. Conversely, recovery time were measured 
by placing the sample initially in the higher humidity chamber (97% 
RH) and then transferred to a lower humidity chamber (11% RH). 
During this process the resistance of the sample rose up and reaches the 
initial stable response. The recovery time, which indicates the time 
required for the sensor to return to its initial state after being exposed to 
a low humidity environment and it was found to be 97 s for ZS1 and 37 s 
for ZS2 samples, respectively. 

The longer recovery time compared to the response time can be 
attributed to the sluggish desorption of water molecules from the surface 
of the sensing materials [47,48]. Y. Xu et al. reported that, owing to 
intermolecular forces and the capillarity of the pore structure, the 

desorption of water molecules from the material surface is expected to 
require more time [49]. This force leads to a more stable adsorption of 
water molecules on the surface, resulting in a slower release during the 
recovery process. During the response time cycle, the sample exhibits an 
exothermic reaction as water molecules rapidly adsorb on the surface of 
the NPs. Further, the uncalcinated Zn-SnO2 NPs shows higher response 
and recovery time as compared to the calcinated Zn-SnO2 NPs; this is 
mainly because of high density of NPs and low porosity which inhibit the 
water molecule access [50]. Moreover, the broader porosity and small 
particle size of calcinated Zn-SnO2 NPs allow charge carriers to propa-
gate across the surface more smoothly. As a consequence, the sensing 
response and recovery durations were shorter than those of the uncal-
cinated Zn-SnO2 NPs. Additionally, owing of its lower electron con-
centration, the uncalcinated Zn-SnO2 NPs surface state could be less 
sensitive to humidity than calcinated NPs. These finding implies that, 
the calcination process might improve the humidity sensing properties 
of Zn-SnO2 NPs. The sensing properties of calcinated Zn-SnO2 NPs were 
compared with various other nanomaterials and are presented in  
Table 2. Overall, the calcinated NPs (ZS2) demonstrate faster response 
and recovery times and exhibit a higher sensing response of 93% 
compared to the uncalcinated NPs (ZS1). The excellent sensing charac-
teristics of the Zn-SnO2 NPs make them a promising material for the 
fabrication of humidity sensors. 

Humidity-sensing NPs exhibit hysteresis behavior in relation to 
relative humidity. Fig. 14 illustrates the hysteresis graph of the calcined 
sample ZS2. The graph depicts the typical adsorption curve obtained 
after subjecting the sample to various relative humidity conditions, 
ranging from 11% to 97% RH, while recording the corresponding 
resistance values. Subsequently, the sample was tested again within a 
humidity range of 97–11% RH, and the resulting resistances were 
recorded to generate a desorption curve. It is evident from the adsorp-
tion and desorption curves, it exhibit satisfactory linearity and nearly 
identical behavior. Further, the percentage of hysteresis was calculated 
by considering the maximum deviation (hysteresis) in resistance be-
tween adsorption and desorption. From the graph, it is noticed that the 
maximum deviation appeared at 43% RH, and the percentage of hys-
teresis was calculated using Eq. (10), and it was found to be 12%. 
Furthermore, the sensor’s humidity sensitivity increases with decreasing 
humidity hysteresis, and the obtained value signifies that the prepared 
Zn-SnO2 NPs can be used for the design of humidity sensors. As a result, 
the calcination temperature plays an important role in the Zn-SnO2 
sensor’s sensitivity. 

%Hysteresis =

[

(

Rmn − Rmp

)

(Rmax − Rmin)
× 100

]

(10)  

Where, Rmn and Rmp are the maximum and minimum value of resistance 
at 45% RH (at maximum hysteresis), Rmax and Rmin are the maximum and 
minimum values of the measured resistance in the humidity range of 
11–97% RH. 

3.7.4. Stability testing 
Moreover, the stability parameter plays a crucial role in the practical 

design of humidity sensors [56]. Therefore, the high humidity sensing 
response of the calcined sample was evaluated for its stability over a 
period of two month, with measurements taken at ten-day intervals. The 
experiment was conducted under two different humidity conditions: 
initially at 43% RH and subsequently at 97% RH. The results obtained 
from this stability test are presented in Fig. 15. The figure demonstrates 
that the sensing response of the calcined sample remains consistent and 
highly stable over an extended period. Hence, the calcinated Zn-SnO2 
NPs can be implemented in the humidity sensor device fabrication. 

4. Conclusion 

In conclusion, this study demonstrates the successful synthesis and Fig. 12. Illustration of possible mechanism for the adsorption of water mole-
cule on the surface of Zn-SnO2 NPs at ambient temperature. 
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characterization of zinc-doped tin oxide nanoparticles (Zn-SnO2 NPs) 
with controlled properties for humidity sensing applications. The 
calcination process significantly influenced the NPs structural and 
morphological features, resulting in a cauliflower-like morphology with 
enhanced porosity. The X-ray diffraction confirmed the tetragonal rutile 
structure; and UV-Visible absorption and photoluminescence spectra 
indicated the presence of oxygen vacancies, which is crucial for hu-
midity sensing. Electrical studies revealed the semiconducting behavior 
of the NPs, with calcination affecting their electrical conductivity. 
Notably, humidity sensing experiments highlighted the outstanding 
performance of the calcined NPs, with a remarkable breakthrough 
response of 93% and a rapid response time of 30 seconds, surpassing the 
uncalcined sample. The sensing mechanism involving physisorption, 
chemisorption, and capillary condensation of water molecules on the 

Fig. 13. Plot of response and recovery time of synthesized Zn-SnO2 NPs sensor with change in relative humidity; (a) Uncalcinated (ZS1) (b) Calcinated (ZS2) Zn- 
SnO2 NPs. 

Table 2 
Comparison of humidity sensing parameters of various nanomaterials with Zn- 
SnO2 NPs.  

Material Response 
time (s) 

Recovery 
time (s) 

Sensing 
response 
(%) 

Sensing 
range (% 
RH) 

Reference 

Ni-SnO2  54  84  78% 0–100 [2] 
Bi2O3  261  289  87% 15–100 [4] 
Sn-ZnO  230  30  80% 40–90 [50] 
Fe2O3  29  630  99% 11–92 [51] 
SnO2  140  70  99% 10–90 [52] 
In-SnO2 

(ITO)  
58  45  90% 10–90 [53] 

SnO2  32  42  99% 11–96 [54] 
ZnO  60  3  88% 10–90 [55] 
Zn-SnO2  30  37  93% 11–97 Present 

work  

Fig. 14. Humidity hysteresis characteristic curve of calcinated Zn-SnO2 NPs.  

Fig. 15. Plot of stability testing of the calcinated Zn-SnO2 NPs sensor for every 
10 days at 43% RH and 97% RH. 
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NPs surface was validated, providing insights into their humidity 
sensing behavior. Moreover, the stability test demonstrated consistent 
and highly stable humidity sensing response over two month, confirm-
ing the NPs potential for practical applications. In summary, zinc-doped 
tin oxide NPs exhibit exceptional humidity sensing characteristics, 
making them promising candidates for advanced humidity sensors in 
various industries. The controlled calcination process played a critical 
role in optimizing their sensing performance and offers new opportu-
nities for designing high-performance humidity sensors. These outcomes 
mark a significant advancement in the field of nanomaterial-based 
sensor research and pave the way for the development of reliable and 
efficient humidity sensing devices with broad applications in environ-
mental monitoring, food processing, and agriculture, among others. 
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6.1 Introduction to sensors

A receptor–transducer sensor device is used to convert a biological re-
sponse into an electrical signal. The design and development of biosen-
sors have attained a greater interest nowadays because biosensors find
widespread applications in the medical field, diagnosis of the disease,
ecology monitoring, and maintaining the quality of food, drug, and wa-
ter. The biosensing devices attained a greater demand and face many
challenges to fabricate the sensing device with better sensitivity, a lower
limit of detection, good stability, quick response time, reduced device
size, and simple operation. These challenges can be fulfilled by the in-
terphase of chemical and morphological properties of the nanomaterials
with the sensor technology. The nanomaterials from zero to three dimen-
sions are having advantageous properties like high surface area, enhanced
conductivity, and tunable electrical and mechanical properties making
these nanomaterials potential candidates to fabricate biosensors. Among
the nanomaterials, nanoparticles, nanowires, and nanorods find advan-
tageous properties because of their high stability, high carrier capacity,
high detection limit, large surface area, active sites, and more thermal
conductivity. The ferrites, polymers, metal, metal oxides, carbon-based
materials, and their composites are widely used in the fabrication of
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2 Novel Nanostructured Materials for Electrochemical Bio-sensing Applications

biosensors. In this chapter, the evolution of the sensors, types of sensors,
and biosensor types are discussed deliberately. This chapter provides dif-
ferent methods which have been used in the synthesis and fabrication of
biosensors using nanomaterials.

In this modern world, as awareness of man increased to lead a so-
phisticated life, the need for science and technology has gained momen-
tum (Amrutha et al., 2021; Chethan et al., 2019; Gleiter, 2000; Ha-
reesha & Manjunatha, 2021; Hareesha et al., 2021; 2021; Manju-
natha et al., 2014; Pal et al., 2011; Pushpanjali et al., 2021; Tigari
& Manjunatha, 2019; Manjunatha, 2020). Nowadays civilized peo-
ple depend more on the gadgets like computers, Xerox machines, air
conditioning, cell phones, television, smoke detectors, and refrigerators.
Many of these gadgets work with the help of sensors. The term sensor
refers to a device or module that assists in detecting changes in physi-
cal quantities, such as pressure, heat, humidity, movement, force, and an
electrical quantity like current, and then turns these physical quantities
into signals that can be monitored and analyzed. Sensors are the brains
of measuring systems. An ideal sensor should have the following qual-
ities: high resolution, reproducibility, repeatability, range, drift, calibra-
tion, sensitivity, selectivity, and linearity (Chethan et al. 2022, 2023;
Chethan et al., 2018; Chethan Ramana et al., 2019; El-Denglawey
et al., 2021; El-Denglawey Manjunath et al., 2021; Manjunatha et
al., 2019; Pratibha & Chethan, 2022; Pratibha et al., 2020; Raviki-
ran & Chethan, 2022; Rupashree et al., 2021; Shanawad Chethan et
al., 2023; Shanawad et al., 2023; Sunilkumar et al., 2023).

Today, we benefit from science and technological advancements that
make our lives run more smoothly. We frequently rely on various de-
vices that help us to interact with the physical environment, such as televi-
sion remote controls, smoke detectors, infrared (IR) thermometers, lamp
switches, and fans. Due to numerous applications, including environmen-
tal and food quality monitoring, medical diagnostics and health care, au-
tomotive and industrial manufacture, as well as space, defense, and secu-
rity, the advancement of sensor technology has assumed increasing sig-
nificance (Dincer et al., 2019; Ensafi et al., 2011; Ensafi, 2019;
Theavenot et al., 2001).
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6.1.1 Classification of sensors

Depending on the physical quantity and analyte to be measured, sensors
can be broadly categorized into a number of categories, which include: (1)
energy source, (2) physical contact, (3) comparability, (4) analog and dig-
ital sensors, and (5) signal detection. Based on these quantities, sensors
are broadly classified as follows (Khanna, 2012; White, 1987).

Energy source: Two types of sensors are employed based on energy
sources:
1. Active and passive sensors: Active sensors, such as microphones,

thermistors, strain gauges, and capacitive and inductive sensors, re-
quire an external energy source. These kinds of sensors are known as
parametric sensors (the output depends on the parameter). Thermocou-
ples, piezoelectric sensors, and photodiodes are examples of passive
sensors that produce signals without requiring external energy. These
sensors are referred to as self-generating sensors.

2. Physical contact: Based on physical contact, sensors can be classified
as contact or noncontact.

3. Contact and noncontact sensors: Contact sensors, like temperature
sensors, need to make physical touch with their stimulus, whereas non-
contact sensors include optical, magnetic, and infrared (IR) thermome-
ters.

4. Comparability sensors can be either absolute or relative.
5. Absolute and relative sensors: Thermistors and strain gauges are ex-

amples of absolute sensors. Relative sensors, such as a thermocouple
that measures temperature differences and a pressure gauge that mea-
sures pressure, relative to atmospheric pressure, perceive the stimulus
in relation to a fixed or changing reference.

6. Analog and digital sensors: Sensors come in two varieties: analog
and digital. An analog sensor converts a measured physical quantity
into an analog form (continuous in time). This group of analog sen-
sors includes thermocouples, strain gauges, and resistance temperature
detectors (RTDs). Pulses are the output that a digital sensor produces.
Encoders fall under the category of digital sensors.

7. Signal detection:

The basic classification of sensors based on signal detection and trans-
formation of information is as follows:

Design of nanostructured biosensors based on organic and other composite materials



U
N
C
O
R
R
E
C
T
E
D
P
R
O
O
F

4 Novel Nanostructured Materials for Electrochemical Bio-sensing Applications

a. Physical sensors: A physical quantity is measured by a physical sen-
sor, which then transforms into a signal that the user can recognize.
The force, acceleration, rate of flow, mass, volume, density, and pres-
sure are just a few of the environmental changes that these sensors can
identify. The use of physical sensors has increased significantly in the
biomedical industry, especially with the development of novel mea-
surement technologies and the improvement of microelectromechan-
ical system technology for the creation of more precise and smaller
sensors.

b. Thermal sensors: A thermal sensor is a device that measures the tem-
perature of an environment and converts the measured data into elec-
tronic data for recording or monitoring temperature change signals.
Thermistors, RTDs, and thermocouples are a few types of temperature
sensors.

c. Biological sensors: Biological sensors keep an eye on biomolecular
interactions like those involving antibodies and antigens, DNA and en-
zymatic reactions, or cellular communication. The abbreviated form of
the term “biosensors” refers to biological sensors.

d. Chemical sensors: The International Union of Pure and Applied
Chemistry defines a chemical sensor as a device that converts chem-
ical information into an analytically useful signal ranging from the
concentration of a particular sample component to total composition
analysis. Chemical sensors are used to keep an eye on the quantity
or activity of the relevant chemical species in the gaseous or liquid
phase. In addition, they are used to monitor assays for organophospho-
rus chemicals, food and drug analyses, and environmental pollution.
They can be utilized for clinical diagnostic applications as well.

6.1.2 Biosensor

A biosensor is a tool or probe that combines an electronic component
with a biological element, like an enzyme or antibody, to produce a quan-
tifiable signal. Information about a physiological change or the presence
of different chemical or biological components in the environment is de-
tected, recorded, and transmitted by the electronic component. Biosensors
are available in a variety of sizes and designs, and they have the abil-
ity to measure and detect even very low quantities of certain diseases,
harmful chemicals, and pH values. Certain static and dynamic require-
ments are required to develop a highly effective and capable biosensor
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system. These requirements allow for the optimization of the biosensors’

performance for commercial applications.

6.1.2.1 Constituents of biosensors

The main constituents of biological sensors comprise of:
1. Analyte: A material of interest whose components are being deter-

mined or detected is an analyte. The biological constituents may be
in the form of glucose, lactose, ammonia, and glucose (Bhalla et al.,
2016).

2. Transducer: One crucial component of a biosensor is the transducer
which is a device that converts energy from one form to another. It
transforms the biorecognition event into an electrical signal that is
quantifiable and connected to the quantity or the presence of a chemi-
cal or biological target.

3. Bioreceptor: Bioreceptors are biological components such as en-
zymes, cells, aptamers, deoxyribonucleic acid (DNA or RNA), and an-
tibodies that are capable of recognizing the target substrate. Biorecog-
nition is the process of producing a signal when a bioreceptor and an
analyte interact.

4. Electronics: To get the signal ready for the display, it is processed.
Amplification and digitalization take place on the electrical signals
collected from the transducer. The display unit quantifies the signals
that have been processed.

5. Display: The display unit is made up of a user interpretation system,
such as a computer or a printer, that provides the output so that the
user can read and understand the appropriate response according to the
end-user requirement.

6.1.2.2 Evolution of biosensors

Leland Charles Clark Jr., the father of the biosensors, reported about the
components of the biosensors in this work in the year 1956. He fabri-
cated the electrode which is possible to determine the oxygen content
in the blood. Later in 1962, Clark reported about the amperometric en-
zyme electrode for glucose detection. In the upcoming year 1967, Updike
and Hicks modified the Clarks work and find out the first functional en-
zyme electrode for oxygen sensor. After, in 1969 Guilbault and Montalvo
depicted the first urea detection sensor based on potentiometric enzyme
electrode. In the year 1973, Guilbault and Lubrano fabricated the hydro

Design of nanostructured biosensors based on organic and other composite materials
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gen peroxide detection sensor based on the lactate enzyme sensor. In this
way, many researchers have fabricated many biosensors in these years.

6.1.2.3 Characteristics of biosensors

There are some static and dynamic conditions that must be met to create
a highly effective and powerful biosensor system. These requirements al-
low for the performance of the biosensors to be enhanced for commercial
applications which are as follows.

Selectivity: When choosing a bioreceptor for a biosensor, selectivity
is an important attribute to be taken into account. A bioreceptor may iden-
tify a specific target analyte molecule in a sample that contains undesired
pollutants and admixture compounds.

Sensitivity: It is defined as the smallest amount of analyte that can be
accurately detected or recognized in the fewest steps at low concentra-
tions (ng mL−1 or fg mL−1) to confirm the presence of analyte traces in
the sample.

Linearity: Linearity helps ensure that the findings of measurements
are accurate. The substrate concentration can be detected at higher levels
when linearity (straight line) is increased.

Reproducibility: Reproducibility is defined by precision (similar out-
put when the sample is measured multiple times) and accuracy (the ability
of a sensor to generate a mean value that is more closely related to the
actual value when the sample is sampled multiple times). When the same
sample is analyzed more than once, the biosensor’s ability to produce the
same results is what matters.

Stability: One essential quality in biosensor applications where ongo-
ing monitoring is necessary is stability. Stability is the degree to which the
biosensing equipment is vulnerable to environmental perturbations both
inside and outside. The affinity of the bioreceptor (the degree of analyte
binding to the bioreceptor) and bioreceptor degradation with time are the
variables that determine stability.

Response period: It is playing a very crucial role in selecting the
best sensor which is having short response time and recovery time factors
which implies its effectiveness.

6.1.3 Classification of biosensors based on bioreceptors

Bioreceptors are regarded as the key element in the development of
biosensors, as it was previously discussed. Enzymatic biosensors are the
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most prevalent type of biosensor. Other types include immunosensors,
which have high specificity and sensitivity and are particularly useful in
diagnosis, aptamer- or nucleic acid-based biosensors, which have high
specificity for microbial strains and nucleic acid-containing analytes, and
microbial or whole-cell biosensors.

The second division is based on the transducer, and the sensors are
divided into the following groups: electrochemical (which is further di-
vided into potentiometric, amperometric, impedance, and conductometric
groups), electronic biosensor, thermal biosensor, optical, and mass-based
or gravimetric. Bioreceptor–analyte combinations fall under a different
group and are few. Various classifications are made based on the tech-
nology (nano, surface plasmon resonance [SPR], biosensors-on-chip
[lab-on-chip], electrometers, and deployable) and the detection sensor
systems (optical, electrical, electronic, thermal, mechanical, and mag-
netic).

According to the quantity of interactions between analyte and biore-
ceptor, transducers produce visual or electrical signals. The working prin-
ciple divides transducers into the following major categories: electro-
chemical, optical, thermal, electronic, and gravimetric transducers. De-
pending on the input, the output may take the form of a figure, numerical,
graphic, or tabular result.

Catalytic and affinity/noncatalytic biosensors are two categories of
biosensors that fall under the biorecognition principle. Analyte–biorecep-
tor interaction leads to the creation of a novel biochemical reaction prod-
uct in a catalytic biosensor. Enzymes, microbes, tissues, and entire cells
are all a part of this biosensor. An irreversible binding between the ana-
lyte and the receptor occurs in the case of affinity (noncatalytic) biosen-
sors, and no new biochemical reaction product is produced as a result of
the contact. The detection targets for this sort of sensor include antibodies,
cell receptors, and nucleic acids.

6.1.3.1 Enzyme-based biosensors

Enzymes are typical biocatalysts that are effective at accelerating the rate
of biological reaction. An enzyme-based biosensor’s operation is based
on the catalytic reaction and binding properties for detecting the target an-
alyte. The process of recognizing analytes involves a number of poten-
tial mechanisms: analyte concentration is correlated with decreased enzy-
matic product formation because
1 The analyte is metabolized by the enzyme.

Design of nanostructured biosensors based on organic and other composite materials
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2 The analyte activates the enzyme.
3 The enzyme concentration is tracked by monitoring the change in en-

zyme characteristics.
Because enzyme-based biosensors have a long history, different

biosensors can be created based on the specificity of the enzyme. Im-
proving the sensitivity, stability, and flexibility of the enzyme structure is
costly and difficult due to the exceedingly sensitive nature of the enzyme
structure. For enzyme-based biosensors, electrochemical transducers are
most frequently employed. Glucose and urea biosensors are the most
used enzyme-based biosensors. Due to the long history of enzyme-based
biosensors, many biosensors can be developed depending on the speci-
ficity of the enzyme (Schroeder & Cavacini, 2010).

6.1.3.2 Antibody-based biosensors

Affinity biorecognition elements like antibodies have been in use for more
than 20 years due to their broad variety of applications and potent anti-
gen–antibody interactions. Immunoglobulins (Ig) have a “Y” shape with
two heavy and two light polypeptide chains joined by disulfide bonds, and
antibodies have this structure as well. Immunosensors are biosensors that
rely on the interaction between an antibody and an antigen or that incor-
porate antibodies as ligands.

There are two types of immunosensors:
1 Nonlabeled and
2 Labeled.

To precisely identify the antigen–antibody complex, nonlabeled im-
munosensors are built by calculating the physical alterations brought on
by the formation of the complex. An easily detectable label is added in the
case of labeled immunosensors (Bhardwaj et al., 2021).

6.1.3.3 Aptamer-based biosensors

The synthetic single-stranded nucleic acids known as aptamers can fold
into two-dimensional (2D) and three-dimensional (3D) structures and can
bind to target molecules in a selective manner. Because there is less spa-
tial blocking and more surface area on the targets in 2D or 3D struc-
tures, their binding efficiency is high. Aptamers are nucleic acid mole-
cules, which makes them physically and functionally stable throughout
a wide variety of temperatures and storage conditions. Aptamers may be
chemically synthesized, are stable in the pH range of 2–12, and have some
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thermal refolding properties, in contrast to antibodies, which must be pro-
duced by biological systems. Aptamers also have the advantage of being
chemically altered to meet the detection requirements for the target mol-
ecule. Fluorescent nanoparticles, like QDs, offer significant advantages
over conventional fluorescent dyes for tracking biological systems in real
time. Aptamer–QD conjugates were employed to pinpoint targets, includ-
ing cancer cells, bacterial spores, and proteins (He et al., 2021).

6.1.3.4 Whole-cell-based biosensors

Since microbes (bacteria, fungi, algae, protozoa, and viruses) have the po-
tential to serve as biorecognition components, they are used in the con-
struction of whole-cell-based biosensors. They can manufacture recogni-
tion components, such as antibodies, on their own and without the need of
extraction and purification. Whole-cell-based biosensors are simple to use
and are developing quickly compared to animal or plant cells.

The whole-cell-based biosensor principle states that the cells may in-
teract with a wide range of analytes, display the electrochemical response
that a transducer can detect, and communicate. These biosensors were ef-
fectively used in environmental monitoring, food analysis, pharmacology,
heavy metals, pesticides, detection of organic pollutants, and drug screen-
ing due to their high selectivity, good sensitivity, and capability of detec-
tion (Riangrungroj et al., 2019).

6.1.3.5 Nanoparticle-based biosensors

A new class of bioreceptor nanomaterials have recently been proposed
in addition to the ones mentioned above. Numerous nanomaterials have
been used as bioreceptors as a result of advances in nanotechnology and
nanoscience. In terms of biosensing applications, nanoparticles offer a
wider variety in both transducers and bioreceptors. For instance, nano-
materials based on cerium oxide show catalytic activity that is biorecep-
tor-friendly and mimics biological processes. Many inorganic materials,
including graphene- and CNT-based nanomaterials, noble metal nanopar-
ticles, and quantum dots, have been successfully used as transducers be-
cause of their effective transduction capabilities.

6.1.4 Emerging nanomaterials used in the fabrication of biosensors

Through specific self-assembly techniques nanomaterials are synthesized.
These nanomaterials have many distinct properties including elec

Design of nanostructured biosensors based on organic and other composite materials
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trical, mechanical, optical, and magnetic. Nowadays, many nanomaterials
are used in drug delivery, bloodless surgery, multifunctional device fabri-
cation, and the fabrication of biosensors. Nanomaterial-based biosensors
have attained advanced properties compared to conventional biosensors.
These nanobiosensors got epitome sensitivity, stability, and selectivity for
the detection of various biomolecules.

Advanced nanomaterials are broadly classified into two types: 2D
transition metals and 2D organic polymers.

6.1.4.1 Two-dimensional transition metals

Transition metals are those elements in groups 4–11 in the periodic table.
Due to its intriguing characteristics, including a significant surface area
and an ultrathin planar structure, transition metal nanomaterials can be
used to create biosensors.

6.1.4.1.1 Transition metal chalcogenides
The transition metal dichalcogenides (TMDCs) are a class of 2D graphene
cognate/nanosheets that are considered to be advanced. They are typi-
cally represented by the formula MX2, which stands for a hexagonal layer
of a transition metal (M) and two layers of chalcogen (X). They can be
made using a variety of techniques, such as mechanical cleavage, epitax-
ial growth, and chemical vapor deposition (CVD).

Recently, a hybrid structure of blue phosphorene (BlueP)/TMDCs,
graphene, and Ag–Au bimetallic sheets was used to create a surface
plasmon resonance (SPR)-based biosensor. The study’s findings showed
that compared to traditional biosensors, the monolayer BlueP/MoS2 and
graphene structure significantly increase the biosensor’s sensitivity by
19.73%.

A photoelectrochemical immunosensor for the detection of carcinoem-
bryonic antigen was made using tungsten disulfide (WS2) nanosheets in
a different investigation. The development of a gold nanoparticle (GNP)/
WS2 nanocomposite. According to the performed investigation, the pho-
toelectrochemical responses of WS2 combined with GNPs were improved
(Singh et al., 2020). To achieve photoelectrical immune sensing of
the antigen in clinical samples, the nanocomposite was coated onto a
glass surface, and then, antibodies specific to carcinoembryonic anti-
gens were immobilized. Additionally, 2D TMDC-de
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rived quantum dots have demonstrated their value in the optical detection
of neurotransmitters without the use of antibodies.

6.1.4.1.2 Advanced transition metal oxides
Comparable to TMDCs, transition metal oxide displays a variety of dis-
tinctive qualities, such as electrocatalytic and magnetic capabilities, which
make them a fantastic choice for use in the construction of biosensors.
Due to their distinctive electrical, optical, and chemical properties in com-
parison to other transition metal oxides (TMOs), manganese oxides are
the most widely employed advanced materials in sensing applications.
TMOs and 2D transition metal carbides were combined in a recent work
to create a biosensor.

For the separation and purification of proteins, a biosensor based on
molecularly imprinted polymers has been developed. In this study, the
surface of tubular carbon fibers with carboxyl modifications was grown
with MnO2 nanosheets. The outcomes demonstrated that the develop-
ment of MnO2 shells increases the quantity of protein-imprinting sites. An
electrochemical biosensor was created to detect hydrogen peroxide using
a MnO2–graphene nanosheet nanocomposite on a glassy electrode. The
findings of this study showed that TMOs’ electrocatalytic activity is bene-
ficial in the oxidation of H2O2, which results in the catalytic activity of the
biosensor at extremely low concentrations. Metal–organic gels were uti-
lized to create copper oxide nanoparticles, another TMO that can mimic
peroxidase activity and be used to detect cholesterol and glucose. To cre-
ate diverse nanostructures for drug delivery, therapy, and the monitoring
of various diseases, 2D organic polymers are utilized. These polymers
have the ability to mimic a wide range of biomolecules. These sensors
have promising applications in clinical medicine, food analysis, environ-
mental analysis, and other fields.

6.1.4.2 Two-dimensional organic polymers

Due to their exceptional qualities, including great flexibility and tunabil-
ity, ultrathin structure, and adaptability, organic polymers have been em-
ployed extensively which are still in demand. Modified metal–organic
frameworks and polypeptides are the two organic polymers in this group
that are most frequently employed, and they have become the preferred
materials for making biosensors.

Design of nanostructured biosensors based on organic and other composite materials
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6.1.4.2.1 Metal–organic frameworks
Inorganic and organic crystalline porous hybrid materials are arranged in
metal–organic frameworks (MOFs) to form a cage-like structure. Typ-
ically, positively charged metal ions are surrounded by organic linker
molecules. A MOF’s hollow structure provides an incredibly large inter-
nal surface area which greatly increases its utility. Photodynamic treat-
ment for tumors can be performed with organic polymer-based MOFs.
By using platinum nanoparticles to magnify the signals, a MOF-based
biosensing device has also been created for the detection of neurotrans-
mitters. A MOF containing 2D palladium nanosheets, doxorubicin, and
polydopamine was used to create a theranostic nanoplatform to improve
biocompatibility. The application of this mixture as a medication delivery
component resulted from its impressive photothermal conversion and op-
toacoustic properties. As a result, these nanoparticles can be used success-
fully in applications for sensing, imaging, and drug delivery when com-
bined with other materials. They can also be employed for both treatment
and bacterial eradication. A biosensor for augmented anti-infective ther-
apy has been created using 2D carbon nanosheets generated from MOFs.

6.1.4.2.2 Black phosphorous
The most thermodynamically stable form of phosphorus is called black
phosphorous (BP). Phosphorene, also known as BP, offers important
characteristics as a nanomaterial, including strong electroconductivity, an
ambipolar field effect, high carrier mobility, and an adjustable bandgap.
For the purpose of creating biosensors for the diagnosis and treatment of
various diseases in recent years, numerous researchers have employed BP.
The application of a 3D BP nanoscaffold for recovering neurogenesis was
the subject of a revolutionary work which is presented in the year 2020.

For instance, cellulose hydrogels were used in the construction of 2D
BP nanosheets (BPNSs) for photothermal therapy against cancer. These
hydrogels and BPNS 3D networks have improved stability, strong pho-
tothermal responsiveness, and flexibility. The clinical study demonstrates
the unique applications of this nanoplatform which is also 100% safe and
biocompatible. In another fascinating study, BP was used to construct a
3D-printed scaffold that participates in bone regeneration and is intended
to be used in the photothermal ablation therapy of osteosarcoma. As a re



U
N
C
O
R
R
E
C
T
E
D
P
R
O
O
F

13

sult, researchers frequently use BP to create nanodevices for the treatment
of diseases due to their photothermal characteristics. A 2D fingerprint
nanoprobe based on BP has been used to demonstrate an enhanced fabri-
cation method for biological surface-enhanced Raman scattering (SERS)
characterization. This work created flake-shaped BP–gold nanoparticle
nanohybrid theranostic nanoplatforms for phototherapy, bioimaging, and
drug delivery. Genome editing, antibacterial effectiveness, photodynamic
anticancer therapy, imaging, and cancer theranostics have all utilized
BP-containing biosensors.

6.1.5 Distinct platforms in the fabrication of advanced biosensor

devices

In these decades, more advanced biosensing devices are fabricated using
different device fabrication techniques. These biosensors are fabricated
by many more techniques, viz., ion beams, microfluidics, near-field elec-
trospinning, lab-on-a-chip, and chip calorimetry. Fabrication of the inte-
grated biosensing device for local and real-time sensing applications got
epitome scope. Micro- and nanoscale patterning on the surface of the sen-
sor enhances the sensing performances by getting over the surface-based
limitations. Miniaturization in device fabrication has helped to get re-
markable sensing performances in biosensors. Several types of biosensors
based on the different fabrication techniques are made, and they depicted
better sensitivity and little limit of detection. Nowadays, versatile biosen-
sors are being fabricated to detect various biomarkers or diseases, namely,
cancer, cholesterol, bacterial infection, and exosomes.

6.1.5.1 Focused ion beam technique

This technique is usually used for the deposition of nanomaterials. These
days, this technique has got widened the scope for the fabrication of the
biosensing device. The probe attached to the ion beam is used for the
fabrication of the biosensing devices. This technique is the more consis-
tent way of preparing biosensing devices. Many more modifications are
applied to the focused ion beam (FIB) technique to fabricate more reli-
able nanobiosensor devices. The FIB-made biosensors are compact, less
costly, and can be used as a refractive index for various chemical and bi-
ological sensing applications (Erdman et al., 2019).

Principle: High- and low-gallium ion-beam focusing is used for
site-specific sputtering in this technique.

Design of nanostructured biosensors based on organic and other composite materials
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Advantages: Multiple specimens are formed in a small area and are time
efficient, and beam strength can be adjusted.

Disadvantages: The use of gallium may contaminate the samples, and
physical and electrical properties can be affected.

6.1.5.2 Electrospinning

This is the oldest technique used by researchers for many decades. Ac-
cording to their convenience, the researchers have made many modifica-
tions to this technique for the fabrication of biosensors. By decreasing the
electrode gap distance, one can successfully deposit the nanomaterials on
the sensing device. Through the electrospray technique, this technique has
evolved. M13 bacteriophage microfabrication has been achieved with this
technique (He et al., 2017).

Principle: By decreasing the spinning gap, controllable deposition can
be achieved.

Advantages: This method is simple and cost-effective, and large-scale
processing is possible. All polymers (high molecular weight) can be eas-
ily processed by this method.

Disadvantages: This method is not suitable for 3D structures, and
synergistic porosity for achieving good biosensing is unable to be
achieved by this method.

6.1.5.3 Paper-based microfluidics

This technique is based on the principle of fluid action. The paper-based
devices are easy to fabricate and of less cost. Usually, cellulose paper is
used for the fabrication of the device followed by computer-based print-
ing. The printing can be performed through different methods, namely,
wax printing, laser printing, and conducting inkjet printing. Among these
printing techniques, wax printing is widely used because it is effective,
easier, and cost-effective. These paper-based microfluid devices will per-
form better sensitivity than other techniques. The paper-based CMOS
photodiode biosensor is used to detect and diagnose sepsis (Hu et al.,
2020). By using this paper-based sensing device, biomarkers are formed
to detect glucose and lactate in human serum. A 3D paper-based sens-
ing device with glucose detection has been developed to detect silver ions
(Xiao et al., 2019).

Principle: This method is mainly based on fluidic actuation.
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Advantages: This method is of low cost, easily desirable, simple, pos-
sibility of rapid detection, flexible substrate, easily degradable, and
eco-friendly.

Disadvantages: This method is limited to multiple detections, it is not
operable at room temperature, and extra heating is very much necessary
for proper sensing.

6.1.5.4 Microelectromechanical systems

Microelectromechanical systems (MEMSs), nanoelectromechanical sys-
tems (NEMSs), and bio-nano-electromechanical systems (bio-NEMS) are
the major biosensing fabrication techniques used for micro- and nanoscale
device fabrication. For the detection of biochemical components, MEMS
fabrication techniques are widely used (Bryzek, 2005). Bio-NEMS tech-
nique is majorly used to detect highly complex biochemical components.
Moreover, the MEMS techniques are used in biosensors for diagnosis of
diseases, therapeutics, and monitoring ecosystem and human health. To
detect genome bacteria and viruses, a miniaturized silicon-chip biosensor
has been fabricated by the MEMS technique (Battaglia et al., 2019).

Principle: This method is mainly based on capacitive piezoresistive
resonant thermoelectric principle.

Advantages: Industrial production is possible, cost-effective, and low
power consumption is possible for device fabrication.

Disadvantages: For the production of a single unit, it is too expensive,
especially during the initial developmental stage.

6.1.5.5 Surface plasmon resonance-based biosensor

Using incident light to stimulate the electrons at the interfaces of the ma-
terial is the basic technique of the SPR technique. An SPR biosensor is
used to detect the gluten in the urine samples of people to detect celiac
disease. A highly sensitive biosensor to detect microRNA was developed
(Wei et al., 2020).

Principle: The incident polarized light falls on the metal film at the
interface of the media with varying refractive index (RI).

Advantages: Miniaturized devices can be prepared with this method,
and the devices prepared through this method are highly sensitive.

Disadvantages: Calibration has to be done for a long time.

Design of nanostructured biosensors based on organic and other composite materials
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6.1.5.6 Whispering-gallery-mode biosensors

Whispering-gallery-mode (WGM) biosensing devices are very much sen-
sitive to biomolecules and chemical ions. Usually, this technique is used
for the examination of the modifications occurring on the surface of the
material. For the ultrasensitive detection of the biomolecules, this method
is preferable. For the detection of the grapevine virus, an optical im-
munosensor device was fabricated using the WGM resonator technique
(Fu et al., 2020; Tereshchenko et al., 2020).

Principle: It works on the principle of the wave that travels on the
concave surface.

Advantages: Q-factor is high, low mode volumes, small size, easy to
integrate with the chip, and high tenability.

Disadvantages: Bending loss and evanescent coupling loss are ob-
served.

6.2 Conclusion

In these decades, tremendous improvements happened in the fabrica-
tion of biosensor devices for better management of health. These days,
many more opportunities are opening for the development, implementa-
tion, and acquisition of versatile properties of nanomaterials in the fabri-
cation of biosensors. The use of advanced 2D transitional materials and
organic polymers has attained better sensitivity, selectivity, and stability
in biosensors. The biocompatible nature, enhanced conductivity, and good
sensing response of the nanomaterials and their composites made it eas-
ier to develop biosensing devices. Using nanomaterial composites leads
to fabricating the sensing devices with less detection limit. These types
of quick-responding, lower-LOD biosensing devices are used for health
monitoring applications. The recently flourished SERS and WGM tech-
niques have remarkable advantages for device fabrication, miniaturiza-
tion, and possible easy handling. With the use of the new fabrication tech-
nology, using advanced nanomaterials finds a way to develop versatile de-
vices for biosensing (Table 6.1).
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Table 6.1 Timeline of the biosensors developed in these years.

Sl.

no.

Researchers

name Year Biosensor References

1. M. Cramer 1906 Electric potential arising
between parts of the fluid

Cremer (1906)

2. Soren
Sorensen

1909 Concept of pH and pH
scale

S�rensen and
Mitteilung
(1909)

3. Griffin and
Nelson

1909–22 First to demonstrate the
immobilization of the
enzyme invertase on
aluminum hydroxide and
charcoal

Griffin and
Nelson (1916)

4. W.S. Hughes 1922 Discovered a pH
measurement electrode

Hughes
(1922)

5. Leland C.
Clark

1956 Invented the first oxygen
electrode

Heineman et
al. (2006)

6. Leland C.
Clark et al

1962 Experimentally
demonstrated an
amperometric enzyme
electrode for detecting
glucose

Clark and
Lyons (1962)

7. Updike and
Hicks

1967 First functional enzyme
electrode based on
glucose oxidase
immobilized onto an
oxygen sensor

Updike and
Hicks (1967)

8. Guilbault and
Montalvo

1969 Reported the first
potentiometric enzyme
electrode-based sensor for
detecting urea

Guilbault and
Montalvo
(1969)

9. Bergveld 1970 Discovery of ion-sensitive
field-effect transistor

Bergveld
(1970)

10. Guilbault and
Lubrano

1973 Defined glucose and a
lactate enzyme sensor
based on hydrogen
peroxide detection at a
platinum electrode

Bergveld
(1970)

Design of nanostructured biosensors based on organic and other composite materials
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Sl.

no.

Researchers

name Year Biosensor References

11. K. Mosbach
and B.
Danielsson

1974 Developed enzyme
thermistor

Mosbach and
Danielsson
(1974)

12. D.W.
Lubbers and
N. Opitz

1975 Demonstrated fiber-optic
biosensor for carbon
dioxide and oxygen
detection

L�bbers and
Opitz (1975)

13. Suzuki et al. 1975 First demonstrated
microbe-based
immunosensor

Suzuki et al.
(1975)

14. Clemens et
al.

1976 First bedside artificial
pancreas

Clemens et al.
(1976)

15. Peterson 1980 Demonstrated the first
fiber-optic pH sensor for
in vivo blood gases

Yoo and Lee
(2010)

16. Schultz 1982 Fiber-optic biosensor for
glucose detection

Schultz (1982)

17. Liedberg et
al.

1983 Surface plasmon
resonance (SPR)
immunosensor

Liedberg et al.
(1983)

18. Roederer and
Bastiaans

1983 Developed the first
immunosensor based on
piezoelectric detection

Roederer and
Bastiaans
(1983)

19. Cass. A. E 1984 First mediated
amperometric biosensor

Cass et al.
(1984)

20. Pharmacia
Biacore

1990 SPR-based biosensor Mun’delanji
and Tamiya.
(2015)

21. Poncharal et
al.

1999 First nanobiosensor Poncharal et
al. (1999)

22. S. Girbi et al. 2018 Nerve-on-chip-type
biosensor for assessment
of nerve impulse
conduction

Gribi et al.
(2018)
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A B S T R A C T   

Having a competent and efficient humidity sensing material is important for vivid applications. In the present 
work, holmium oxide, a well-known rare-earth oxide, has been composited with Polypyrrole (PPy) to form 
polypyrrole/holmium oxide (PPHO) composites. The composites were prepared by chemical polymerization 
reactions in 10 (PPHO-1), 30 (PPHO-2), and 50 wt% (PPHO-3) of holmium oxide in PPy matrix. These com-
posites were characterized by Field emission scanning electron microscopy (FESEM), Energy dispersive X-ray 
spectroscopy (EDX), X-ray diffraction (XRD), Fourier transform infrared spectroscopy (FTIR), Raman spectra, and 
Transmission electron microscopy (TEM) to study the structural and morphological changes in the PPy and PPHO 
composites. Humidity sensing behavior of the composites was investigated in the relative humidity range (RH) of 
11 to 97%. Among all the composites, PPHO-3 has shown a maximum sensing response of 93% with response and 
recovery times of 30 s and 40 s respectively, furthermore, the composite has exhibited an appreciable limit of 
detection (LOD) of 4.98 % RH, good linearity (0.9981), real sensitivity (27.72 MΏ-cm / %RH) and stability. 
Based on Grotthus’ reaction, the sensing mechanism has been discussed.   

1. Introduction 

Humidity sensing and monitoring play a significant role in many 
places, such as libraries, agricultural warehouses, nuclear power plants, 
and medical and industrial fields [1]. Hence, humidity detection has 
become crucial in well-maintained, controlled environments. Because of 
their simple fabrication, low cost, and effective performance charac-
teristics, resistive-type sensors have become popular [2]. Resistive-type 
sensors are those that cause a change in resistance at two points of 
contact and transfer the information for analysing the analyte [3,4]. In 
comparison with most of the commercially available sensors, con-
ducting polymer-based sensors have attracted greater attention due to 
their easy synthesis, simple fabrication, and effective performance [5]. 
Very recently, binary metal oxides [6], transition metal oxides like ZrO2 
[7], ZnO [8], VO [9], and 2D-layered materials [10,11] have been 
studied for various opto-electronic and sensing applications. Conducting 
polymers like polypyrrole (PPy) and polyaniline (PANI) when 

composited with these oxides have captivated attention in terms of their 
special transport properties [12–14] and have found applications in 
many fields. In our recent studies, we have composited conducting 
polymers like PANI and PPy with yttrium oxide [15], WS2 [16], and 
TaS2 [17] for their humidity sensing performance. All these conducting 
polymer composites have exhibited improved characteristics of high 
sensitivities, good response times, and recovery times, and are operable 
at ambient temperature, which is note-worthy. In this regard, and to 
further elaborate on the scope of such conducting polymer composites 
for humidity sensing, in the present study, we have considered PPy and 
composited it with a rare earth oxide. Since these oxides have a large 
bandgap and large dielectric constants, which are indeed required 
characteristics for the design of novel electronic devices [18–23]. Hence, 
holmium oxide, a rare earth oxide consisting of a large band gap of 5.3 
eV that has been studied most extensively due to its emerging role in 
high-K-based nanoelectronics, was chosen for the present study. So, the 
insertion of holmium oxide into the PPy matrix to form polypyrrole- 
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holmium oxide (PPHO) composites is the first attempt of its kind to 
study its humidity sensing characteristics. Hence, PPHO composites 
have been synthesised by the chemical polymerization method and 
thereby explored for their humidity sensing performance at room 
temperature. 

2. Experimental 

2.1. Materials 

Analytical grade reagents were used correspondent to pyrrole- 
C4H4NH (98% purity), ammonium per sulphate [(NH4)2 S2O8] both 
bought from SD Fine Chemicals, Mumbai, India. Holmium oxide 
(Ho2O3) of 99.99% purity was procured from from Sigma Aldrich, USA. 
For synthesis of PPy and PPHO composites, pyrrole monomer was 
doubly distilled before use, and distilled water was used in the entire 

Fig. 1. Illustration of the humidity sensor set up for humidity sensing measurements.  

Fig. 2. Field emission scanning electron micrographs of (a) PPy, (b) Ho2O3, (c) PPHO-3 composite and (d) EDX Spectrum.  
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synthetic process. 

2.2. Synthesis of polypyrrole 

The chemical polymerization method was employed for the prepa-
ration of polypyrrole. Pyrrole (0.3 M) was taken in a beaker, and 
ammonium per sulphate (0.06 M) was added drop by drop to the beaker 
containing pyrrole. This addition took 4 h while the mixture was kept in 
an ice bath with continuous stirring using a magnetic stirrer. Afterwards, 
the mixture was precipitated to obtain PPy and then filtered, dried in a 
hot air oven (100̊C). The polypyrrole so obtained was 3.4 g, which was 
considered 100 wt% [24]. 

2.3. Synthesis of polypyrrole- Ho2O3 composites 

3.4 g of PPy is considered as 100 wt%, hence 1.7 g is considered as 
(50 wt%) of Ho2O3 and it was added to pyrrole (0.3 M) solution and 
mixed rigorously. Further, ammonium per sulphate ([(NH4)2 S2O8]) of 
0.06 M was added drop-wise to the beaker containing pyrrole liquid, to 
get PPy/ Ho2O3-50% (PPHO-3) composite. Similarly for preparation of 
PPy/ Ho2O3-30% (PPHO-2) and PPy/ Ho2O3 −10 wt% (PPHO-1) com-
posites, 1.36 g and 0.34 g of Ho2O3 was added to pyrrole solution and 
identical procedure has been followed. Change in color had confirmed 
the formation of the composites. After the polymerization, samples were 

cleaned using distilled water and then with acetone, further dried in hot 
air oven (100̊C) in order to attain a constant weight. 

2.4. Characterization 

Field emission scanning electron microscopy (FESEM) pictures were 
obtained by placing the sample powders on an aluminium tape and 
using the FEI Nova Nano SEM 600 instrument. Energy dispersive X-ray 
(EDX) spectrum was obtained by using the EDAX genesis instrument 
attached to the FESEM. Fourier transform infrared (FTIR) spectra of 
polypyrrole, Ho2O3 and PPHO-3 were recorded by a Frontier Perki-
nElmer spectrometer in the wave-number range 400–4000 cm−1. Pow-
der X-ray diffraction (XRD) spectra of polypyrrole, Ho2O3 and the PPHO- 
3 composite were documented by using the D8 Advance powder X-ray 
diffractometer of Bruker with a diffracting angle of the order 2θ = 10◦ to 
70◦ by employing a copper Kα source with a wavelength λ = 1.541 Å. 
Raman spectra of Polypyrrole, Ho2O3 and PPHO-3 composite were 
recorded using the Jobin Yvon Lab Ram (HR 800 Spectrometer) of 
Horiba in the wave-number range 200 – 2000 cm−1, with an operating 
power laser of 20 mW and an exciting wavelength of λ = 514.5 nm (Ar 
laser). Transmission electron microscopy (TEM) image of PPHO-3 was 
captured using the JEOL-3010 instrument with an operating voltage of 
300 kV. 

2.5. Humidity sensing measurements 

Humidity sensing analysis was carried out using specially designed 
glass chambers containing saturated salt solutions, which were 

Fig. 3. Number of grains versus grain size of (a) PPy and (b) PPHO- 
3 composite. 

Fig. 4. X-ray diffraction spectra of (a) PPy (b) Ho2O3 and (c) PPHO- 
3 composite. 
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supervised by a humidity metre (Mextech-DT-615). Glass chambers 
were closed with rubber cork fitted with electrodes. The electrodes 
holding the sample pellets were connected to a programmable 
computer-interfaced digital multimeter, Hioki DT 4282, Japan, to access 

resistance values on exposure to a particular relative humidity envi-
ronment at room temperature. Humidity sensor set up for humidity 
sensing studies is illustrated in Fig. 1. 

Fig. 5. Fourier-transform IR spectra of (a) PPy, (b) Ho2O3 and (c) PPHO- 
3 composite. 

Fig. 6. Transmission electron micrograph of PPHO-3 composite.  

Fig. 7. Raman spectra of (a) PPy, (b) Ho2O3 and (c) PPHO-3 composite.  

Fig. 8. Variation of resistivity with % RH for PPy and the composites. Solid 
lines are the best fits obtained from liner regression. 
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3. Results and discussion 

3.1. FESEM and EDX studies 

Two-dimensional surface morphology images of polypyrrole, hol-
mium oxide, and PPy/Ho2O3-50% are shown in Fig. 2. FESEM image of 
polypyrrole as in Fig. 2a, reveals the consistent dispersion of granular 
morphology of the polymer. Fig. 2b shows the holmium oxide which 
seems to be desquamate structure. Fig. 2c shows the morphology of the 
composite PPHO-3 which exhibits highly agglomerated spherical grains 
with many pores, which is necessary for a humidity sensor. Fig. 2d 
shows the EDX pattern of the PPHO-3 composite. EDX spectrum analysis 
revealed the presence of elements carbon and nitrogen belonging to PPy, 
whereas holmium and oxygen pertaining to Ho2O3 in the expected ratio. 
The grain sizes of polypyrrole and the PPHO-3 composite were evalu-
ated using software called image-J. Fig. 3 represents histograms showing 
the number of grains versus grain size of PPy and PPHO-3 composite, 
revealing their grain sizes as 0.72 µm and 0.38 µm respectively. This 
reduction in gain size might have increased grain boundaries by 
enabling the development of small micropores in PPHO-3 composite 
[25]. 

3.2. XRD studies 

Fig. 4a shows the XRD pattern of polypyrrole, which manifests a 
broad peak at 2θ = 25.77◦, which represents the amorphous nature of 
the polymer along with precise chain orders that may be attributed to 
lattice periodicity [26]. Fig. 4b shows the XRD pattern of holmium oxide 
has manifested complete Bragg reflections in the range 2θ = 20◦

−

60◦which are consistent with earlier literature. XRD of holmium oxide 
has revealed Ia-3 space group with body-centered cubic structure 
belonging to C-type holmium sesquioxide [27]. XRD spectrum of hol-
mium oxide revealed crystal planes (211), (222), (400), (411), (134), 
(440) and (622) pertaining to the peaks at 2θ ~ 20.7◦, 29.5◦, 34.3◦, 
36.4◦, 44.1◦, 49.3◦, 58.5◦ respectively, in accordance with JCPDS No. 
65–3177. Fig. 4c shows the XRD pattern of PPHO-3 composite, which 
has more are less complete Bragg reflections of the Ho2O3, indicating its 
crystalline nature. Also, the intensities of the characteristic peaks of 
Ho2O3 found to be reduced, inferring the formation of the composite in 
which PPy was deposited on Ho2O3. Interestingly, the FWHM of the 
most intense peak of Bragg reflection (222) in the composite was 
increased, which indicates the decreased crystallite size of PPHO-3 
composite. This reduced crystallite size of the composite was obtained 
using the Debye-Scherrer formula and was found to be 23.1 nm. 
Reduced crystallite size and reduced peak intensities are the evidence 
for the composite’s formation. 

3.3. FTIR studies 

The chemical structure of PPy, Ho2O3 and PPHO-3 composite were 
studied employing the FTIR technique. Fig. 5a reveals the FTIR spectrum 
of Polypyrrole, showing its significant bands at 603, 867, and 919 cm−1 

assigned to C–H wagging. The bands at 1050 and 1217 cm−1 indicate =
C–H plane deformation vibration and to C-N stretching of polypyrrole 

Table 1 
Humidity sensing parameters of PPHO composites.  

Sample Real Sensitivity 
(MΏΏ -cm / %RH) 

Limit of detection 
(% RH) 

Linearity (R2) 

PPy  3.47  9.8  0.9927 
PPHO − 1  13.95  14.31  0.9847 
PPHO − 2  23.54  17.22  0.9780 
PPHO ¡ 3  27.72  4.98  0.9981  

Fig. 9. Variation of point sensitivity of PPy and PPHO composites with relative humidity.  
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[28]. The prominent bands at 1366, 1566, 2971 and 3896 cm−1 corre-
late with vibrations of C-N, C–C, C–H and N–H stretching of the pyrrole 
ring individually. Fig. 5b shows the FTIR spectrum of holmium oxide, 
depicting its characteristic absorption band at 554 cm−1, which signifies 
metal oxygen (Ho-O) stretching vibrations [29]. Fig. 5c shows the 
PPHO-3 composite with almost similar bands of PPy and Ho2O observed 
within wavenumber 500–4000 cm−1 which reveals the presence of the 
main constituents of the polymer and the holmium oxide whereas, 
incorporation of holmium oxide in polypyrrole results in a slight shift of 
FTIR bands towards lower wave numbers. These shifts are correlated to 
formation of the composite and modifications in molecular order of the 
polymer chains, leading to the formation of a capillary network and 
thereby an enhancement in the water adsorption. 

3.4. TEM analysis 

Fig. 6 shows the TEM image of the PPHO-3 composite. It is seen that 
the dark region represents holmium oxide and the light region repre-
sents polypyrrole. It is evident from the figure that the holmium oxide 
particles are well distributed in the polypyrrole matrix. This kind of 
stuffing of the filling material into the network of polymer chains 
forming small clusters of grains has been reported in our recent litera-
ture [30]. Small clusters of grains so formed in the composite are helpful 
in framing the capillary network for the water condensation [31], which 
is useful for designing humidity sensors. 

3.5. Raman spectra 

The Raman spectra of PPy, Ho2O3 and PPHO-3 composite can be seen 

in Fig. 7. The Raman spectrum of PPy as seen in Fig. 7a shows the bands 
at 1340 and 1573 cm−1 for antisymmetric C-N•+ as well as C = C 
stretching vibrations of quinoid rings, respectively. Fig. 7b shows the 
Raman bands for Ho2O3. The characteristic Raman band of 381 cm−1 

obtained for rare earth sesquioxides of the C-type is allocated to the Ag 
+ Tg mode. The highest intensified point can be regarded as massive 
polarizability change that occurred during the vibration. However, the 
bands at 335, 477, and 594 cm−1 are designated to Eg + Tg, Tg, and Tg 
respectively [5]. Fig. 7c shows the Raman spectrum of the PPHO-3 
composite, showing the polypyrrole bands with slight shifts and the 
holmium oxide bands suppressed, confirming the strong interaction 
between polypyrrole and holmium oxide. 

3.6. Humidity sensing studies 

The variation of resistivity of PPy and PPHO composite pertaining to 
change in relative humidity environments has been plotted and can be 
seen in Fig. 8. It can be noticed from the figure that initially, when PPy 
and the composite were brought separately to a lower humidity envi-
ronment, say 11% RH, the proportionate resistivity was observed to be 
high. Accordingly, when the composite brought to higher relative hu-
midity of 97% RH, the corresponding resistivity was found to be less due 
to the adsorption of water molecules on the composite surface, leading 
to decrease in resistivity and an increase in its conductivity. This kind of 
change in resistivity of the composite with relative humidity manifests a 
preferable linear tie-up. So, the real sensitivity, linearity, and limit of 
detection (LOD) of PPy and the composites were computed, and results 
are depicted in Table 1. It can be observed from the table that PPHO-3 
composite exhibits good real sensitivity (27.72 MΏ -cm / %RH), LOD 

Fig. 10. Humidity sensing mechanism in PPHO-3 composite.  
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(4.98 % RH) and linearity (0.9981) as compared to that of PPy and 
other composites, which is a considerable result for the fabrication of an 
efficient humidity sensor. Further, to examine the humidity sensing ef-
ficiency of PPy and the composites, point sensitivity was computed by 
recording the fraction of the relative resistivity variation and the re-
sistivity at the lower relative humidity contrast, and the related plot is 
shown in Fig. 9. It is seen from the figure that the point sensitivity of 
polypyrrole at 97% RH was found to be 73%, despite the fact that for a 
PPHO-3 composite, it was observed to be 93%. Such high point sensi-
tivity is due to the incorporation of holmium oxide in the matrix of 
polypyrrole, which has resulted in more porosity in the composite and 
thereby it has stepped up the water adsorption process through capillary 
condensation mechanism. It is seen from Fig. 8 that for PPHO-3 com-
posite, resistivity has decreased with the upsurge in relative humidity, as 
the water molecules present in the polymer composite serve as electron 
donors [32]. When the adsorption occurs on the exterior of the com-
posite, the molecules get dissociated into H+ and OH– ions. These OH– 

ions are waged by Ho+3 ions in the composite. At the lower relative 
humidity environments, adsorption occurs at lower rate, thereby 
consequently hampered the proton transfer mechanism resulting in 
lower electrical conduction of the polymer composite [25]. However, 
environments with higher relative humidity, adsorption occurs at higher 
rate, promoting the proton transfer mechanism, and an essential in-
crease in electrical conduction in the polymer composite. The overall 
mechanism of sensing in the PPHO-3 composite is depicted in Fig. 10. 
Capillary condensation through pores and the humidity sensing mech-
anism is shown in Fig. 10a and the Grotthus reaction is shown in 
Fig. 10b. 

Response and recovery curves of the PPHO-3 composite are shown in 
Fig. 11. Response and recovery times play a significant role in the design 
and development of an efficient sensor. The PPHO-3 composite was 
initially exposed to a lower humidity environment of 11% RH and then 

Fig. 11. Response and recovery plots of PPHO-3 composite.  

Table 2 
Humidity sensor measurements of various polymer composites prepared by 
chemical polymerization technique.  

Composite Sensing 
Response 
time (s) 

Sensing 
Recovery 
time (s) 

Sensing 
range (%RH) 

References 

PANI/Pr2O3 377 453 15–95 [33] 
PPy/ZnO 180 60 11–97 [34] 
PANI/ 

Cr2O3 
134 213 20–95 [35] 

PANI/TiO2 95 122 11–97 [36] 
PPy/WS2 52 58 11–97 [37] 
PANI/Y2O3 50 80 11–97 [36] 
PANI/CuO 40 70 10–95 [38] 
PPy/TiO2 40 20 30–84 [39] 
PPHO-3 30 40 11–97 Present work  

Fig. 12. Humidity hysteresis curve of PPHO-3 composite.  

Fig. 13. Sensing stability of PPHO-3 composite.  
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instantly transferred to a higher humidity environment of 97% RH, 
resulting in a composite response time of 30 s. Again, the composite was 
brought back to 11% RH from 97% RH, the recovery time of the com-
posite was found to be 40 s. So, response time is quicker than the re-
covery time. This quick response time is due to the adsorption of water 
molecules on the porous surface of the composite, during which heat is 
liberated and hence it is an exothermic reaction. On the other hand, 
recovery time is attributed to the desorption of water molecules, during 
which heat is absorbed and hence it is an endothermic reaction. The 
response time, recovery time, and sensing range of the various polymer 
composites found in the literature can be seen in Table.2, and compared 
with PPy/Ho2O3-50% composite. 

The humidity hysteresis plot for PPHO-3 composite is shown in 
Fig. 12. As prepared polymer composite was exposed to various relative 
humidity environments, the corresponding impedance values were 
noted. At first, the PPHO-3 composite was taken into the various hu-
midity jars in ascending order from lower relative humidity environ-
ments to higher humidity environments ranging from 11 to 97% RH, 
during which water adsorption occurs and the respective adsorption 
curve was plotted. After this, the composite was brought back to the 
humidity jars in descending order from a higher humidity environment 
to a lower humidity environment, composing of relative humidity 
ranging from 97% RH to 11% RH and the corresponding desorption 
curve was plotted [40]. From Fig. 12 it is evident that the water 
desorption happens to be slower than the adsorption rate. 

The humidity sensing stability of PPHO-3 composite is depicted in 
Fig. 13. Stability plays a vital role in the development of an efficient 
sensor. To confirm the stability of the composite, we have recorded the 
real sensitivity of the sample for every ten days at 55% RH, and it was 
found to be almost constant, as can be seen from Fig. 13. This kind of 
stable performance in humidity sensing turns out to be an attractive and 
essential characteristic feature in device fabrication. At the end, we 
conclude that the composite PPHO-3 has been found to be a competent 
material in the design of an efficient, low-cost, and room-temperature 
operable humidity sensor compared to the other cost-effective metal 
oxides like CuO [41], ZnO [42], and VO2 [43], composited with con-
ducting polymers as humidity sensing materials, as shown in Table 2. 

4. Conclusions 

PPHO composites were prepared using the chemical polymerization 
method with 10, 30 and 50 wt% of holmium oxide in a PPy matrix. 
Composites were characterized by various influential techniques to 
confirm the formation of the composite. The PPHO-3 composite 
exhibited superior humidity sensing characteristics. The composite 
manifests a response time of 30 s and a recovery time of 40 s with a 
sensing response of 93% in the RH range of 11–97% RH. The composite 
exhibited an appreciable LOD of 4.98 %RH and a good stability in hu-
midity sensing performance. All these results encouraged the researcher 
to design an efficient humidity sensor operable at room temperature. 
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